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A Training setup
Environment. Our machine is with 16 core Intel i7-5960X CPU, 64GB RAM, and 4 Nvidia
Titan XP GPU and 1 GTX 3070 GPU. Each experiment is run by using only 1 GPU. We are
using PyTorch [14] for all of our experiments.
Code Implementations. For LsH [6, 9], SH [21], ITQ [7], SSDH [23], TBH [19] Greedy-
Hash [20], CIBHash [17] and Bihalf [12] methods, we referred from open-source repository
(some are from authors) at 1, 2, 3, 4, 5, 6, 7, and 8 respectively. We implemented all the
methods with PyTorch [14]. We follow authors’ original setting for the hyperparameters of
the methods (either from the paper or the released codes).
Hyperparameters for Category Datasets. For all datasets, we train for 100 epochs on all
methods using Adam Optimizer [10] with initial learning rate of 0.0001, weight decay of
0.0005, β1 = 0.9 and β2 = 0.999. We lowered the learning rate to 0.00001 after 80 epochs
of training. We train all methods with batch size of 64 on a single GPU. For our SDP, the
quantization error term λquan = 1.
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1https://github.com/TreezzZ/LSH_PyTorch
2https://github.com/TreezzZ/SH_PyTorch
3https://github.com/TreezzZ/ITQ_PyTorch
4https://github.com/yangerkun/IJCAI2018_SSDH
5https://github.com/ymcidence/TBH
6https://github.com/ssppp/GreedyHash
7https://github.com/qiuzx2/CIBHash
8https://github.com/liyunqianggyn/Deep-Unsupervised-Image-Hashing
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Hyperparameters for Instance Datasets. For GLDv2, we train for 20 epochs on selected
methods (i.e., ITQ [7], GreedyHash [20] and Bihalf [12]) using Adam Optimizer [10] with
initial learning rate of 0.0001, weight decay of 0.0005, β1 = 0.9 and β2 = 0.999. We lowered
the learning rate to 0.00001 after 10 epochs of training. We train all methods with batch size
of 256 on a single GPU. We notice that using the default scale of quantization loss term is
not efficient for instance level datasets, we suspect that because instance level features are
very sensitive to the similarity, thus high quantization loss term would easily lead to trivial
solution (i.e., more severe similarity collapsing). Hence, we use a much lower quantization
term, i.e., 0.01 for GreedyHash, 0.1 for Bihalf, and 0.01 for our SDP.
Hash function h. Following the recent unsupervised hashing works [17, 19], we employ
a non-linear hash function with the architecture [nn.Linear(d,4096), nn.GELU(),
nn.Linear(4096,k), nn.BatchNorm1d(k)] (with default PyTorch’s weight initial-
ization) for category-level datasets. For instance-level datasets, we follow the recent work
[8] and employ a linear hash function [nn.Linear(d,k), nn.BatchNorm1d(k)].

A.1 Datasets
By following the protocol setup by previous works [5, 12, 17, 19, 20], we have chosen 4
category-level datasets, i.e., i) CIFAR-10, ii) NUS-WIDE, iii) MS-COCO and iv) Ima-
geNet100. For instance level, we follow the previous work [8] and choose GLDv2, ROxf
and RParis for evaluation. Please note that we follow the dataset separation settings from
previous works for all datasets.
CIFAR-10 [11]. We combine the training and testing images which have a total of 60K
images. We then randomly pick 100 images from each class as queries (1K in total), and the
remaining 59K as database images. Finally, 5K images are sampled from the database as
training images.
ImageNet100 [4]. We are using a subset of ImageNet [4] as used by [2] and followed by
many supervised deep hashing works. It consists of 128K images from 100 classes. All
validation images from the 100 classes are used as queries (1K in total), and the remaining
128K as database images. Finally, 13K images are sampled from the database as training
images.
NUS-WIDE [3]. It consists of 81 concepts with 269K multi-labeled images. 21 of the most
frequent concepts are selected which contains 195K images. 100 images are selected ran-
domly per concept as queries (2.1K in total) while the remaining 193K as database images.
Finally, 500 images per concept are randomly sampled from the database as training images
(10.5K in total).
MS-COCO [13]. We are using a public released dataset from [2]9 where images with no
category information have been removed. Both training and validation images are then com-
bined which have a total of 122K images. 5K images are selected randomly as queries while
the remaining 117K as database images. Finally, 10K images are randomly sampled from
the database as training images.
Google Landmark Datasets V2 (GLDv2) [22]. To understand the effectiveness of unsu-
pervised hashing methods in large-scale instance-level retrieval task (i.e., large number of
classes), we choose GLDv2 for large-scale experiments. Specifically, we choose a cleaned
version of GLDv2, namely, GLDv2-train-clean as training set. It has 1.2M training images

9https://github.com/thuml/HashNet/tree/master/pytorch/data/coco
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with 81K classes, 1129 queries and 762K database images. Due to the expensive cost of
training from scratch, we use their released pre-trained model10 (R50-DELG-GLDv2-clean
[1]) to compute the global features (average-pooled feature map) for the training, queries and
database images with all the images scaled to 512 × 512. The features are 2048-dimension
vectors. We then train the hash function with the computed features (i.e., GLDv2-trained),
then use it to compute hash codes for queries and database images for evaluations.
ROxf and RParis [18] are revisited annotated datasets of Oxford [15] and Paris [16]. Both
ROxf/RPar contain 70 images as query and 4993/6322 database images. Since there are
no training set, we are also using the pre-trained R50-DELG-GLDv2-clean to compute the
global features, but follow DELG[1] settings with 3 scales { 1√

2
,1,

√
2} to produce multi-

scale image representations, and the 3 features are first l2 normalized, average-pooled to
obtain a single feature vector, and l2 normalized again. Images are scaled from 1024 with 3
scales and the aspect ratio was remained. We then use the GLDv2-trained hash function to
compute hash codes for evaluations.

10https://github.com/tensorflow/models/tree/master/research/delf
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B Ablation study
Calibration distribution. We evaluate the effect of calibration distribution. Here we set
the contrastive loss Lcl = 0. We further test normalized Gaussian distribution (bounded
within [−1,1]) as well as a variety of Beta distributions. We observe in Table 2 that (1)
The performance Beta calibration is generally stable in the range of [2,5]; (2) Gaussian
calibration (N(µ = 0,σ = 0.3)) is similarly effective suggesting the flexibility of our SDC
in distribution selection.

Distributions CIFAR10 ImageNet100 GLDv2
Beta(0.2,0.2) 19.3 70.3 11.6
Beta(0.5,0.5) 54.8 76.3 11.9
Beta(0.7,0.7) 55.9 77.2 11.8
Beta(1,1) 58.4 79.0 12.0
Beta(2,2) 62.5 80.2 12.1
Beta(3,3) 62.5 80.3 12.0
Beta(5,5) 63.0 80.4 12.1
Beta(7,7) 62.6 81.3 11.8
Beta(10,10) 61.3 80.7 11.8
Gaussian 62.6 80.2 11.5

Table 1: Effect of the calibration distribution. Setting: 64-bits hash codes on CIFAR10 and
ImageNet and 512-bits on GLDv2.

Contrastive loss. We evaluate the effect of contrastive loss. Here we set α = β = 5. By
incorporating contrastive loss (Lcl), we observe notable performance enhancements. This
improvement can be attributed to the self-supervised loss’s ability to better adapt to the
dataset’s domain. Consequently, we observe a substantial performance gap on CIFAR10,
while a minimal gap is observed on ImageNet100.

CIFAR10 ImageNet100
w/ Lcl 66.3 80.6
wo/ Lcl 63.0 80.4

Table 2: Effect of the contrastive loss Lcl . Setting: 64-bits hash codes on CIFAR10 and
ImageNet.
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Algorithm 1: SDC Loss Function.
1 # phi: non-linear hash layer
2 # N: number of pairs (half of the batch)
3 # x: features (2N, d), x2: features of randomly augmented input (2N, d)
4
5 # compute continuous codes
6 f = phi(x) # (2N, k)
7
8 # construct pairs
9 xi, xj = x[:N], x[N:] # (N, d)

10 fi, fj = f[:N], f[N:] # (N, k)
11 t, t_idx = sort(cossim(xi, xj)) # (N,)
12 s = cossim(fi, fj) # (N,)
13
14 # sort with t’s index
15 s = s[t_idx] # (N,)
16
17 # inverse CDF of beta distribution
18 C = beta_ppf(N, alpha=5, beta=5) # (N,)
19
20 # contrastive loss with simclr
21 loss_cl = SimCLR(x, x2)
22
23 loss_sdc = (s - C).abs().mean()
24 loss_q = (1 - cossim(f, f.sign())).mean()
25 loss = loss_sdc + lambda_q * loss_q + lambda_cl * loss_cl

C Algorithm
The algorithm of our method is summarized in Algorithm 1.
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