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In our paper, we propose Dynamic Eye-aware NeRF (DeNeRF) which is high-fidelity eye
animatable neural radiance fields for human face. DeNeRF converts 3D points from various
perspectives into a standard space to facilitate the learning of a cohesive facial NeRF model.
We have devised an eye deformation field for this transformation, which encompasses both
rigid transformations, such as eyeball rotation, and non-rigid transformations. Because of
the limitation of pages, we show the details of the multi-view face tracking loss and its
visualization in this supplementary material.

1 Multi-view Face Tracking Loss

We build face appearance loss Lappear, facial landmark loss L f ace and pupil center loss Lpupil
for multi-view face tracking. All the losses are mean absolute errors. The losses are defined
as follows:

Lappear =

(
N

∑
i=1

∣∣Ĉi −Ci
∣∣)/N, (1)

where N is the number of multi-view images from one frame and N is 13 in our setting, Ci
is the colors of all pixels from true images in one frame. Ĉi is the colors of all pixels from
rendered images in the same frame.

L f ace =

(
N

∑
i=1

∣∣X̂i −Xi
∣∣)/N, (2)
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where Xi ∈ R68×2 is the 2D positions of 68 facial landmarks of true faces from one frame,
X̂i ∈R68×2 is the 2D positions of 68 facial landmarks of rendered faces from the same frame.

Lpupil =

(
N

∑
i=1

∣∣P̂i −Pi
∣∣)/N, (3)

where Pi ∈ R2×2 is the two pupil center positions of true faces from one frame. P̂i ∈ R2×2 is
the two pupil center positions of rendered faces from the same frame.

2 Multi-view Face Tracking Visualization
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Figure 1: Fitting results of multi-view face tracking.

We show the visualization of face tracking in Fig. 1. The detected landmarks used for
supervision are estimated using [1]. Our multi-view face tracker takes multi-view images
and corresponding camera poses as inputs. We initialize the textured FLAME face model
with zero parameters and project the face model to all views. We render face images and
obtain face landmarks and pupil centers from the fitted FLAME model. Then we perform
pixel-wise alignment in the face appearance and position alignment for facial landmarks and
pupil centers. The result shows that our multi-view face tracking can get accurate facial
parameters while keeping multi-view consistency.

3 Novel Gaze Rendering
We show some novel gaze rendering results in the attached video. It shows that our model
can realize continuous eye animation while trained on frames with only 9 different gaze
directions. This can be attributed to the precise positioning of the eyeball, achieved through
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multi-view face tracking using FLAME [2], as well as the deformation strategy employed in
canonical space. Besides, our model can reconstruct glasses and the light reflection on them
accurately. It shows the good potential of our model as a facial generative method.
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