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• Transformer-based methods have introduced a novel paradigm of object detection tasks. However, 

prior pre-training approaches for transformer-based object detection have primarily relied on 

unsupervised methods, which would be limited by the hand-crafted pseudo labels.

• Most self-supervised methods are designed for image classification tasks and rely on image-level 

features. However, object detection requires object-level features.

Experiments

We introduce SeqCo-DETR, a novel self-supervised learning method for object detection based on transformers.

1. We exploit the sequential nature of transformer networks to achieve self-supervised learning for object detection, maintaining sequence consistency under different image views.

2. We propose a complementary mask strategy incorporated with the sequence consistency strategy to extract more global context information for object detection.

3. We adopt bipartite matching to optimize sequence-level self-supervision. 

4. Extensive experiments on both single-object and multi-object detection datasets demonstrate the effectiveness, resulting in state-of-the-art performance on MS COCO (45.8 AP) and PASCAL VOC (64.1 AP).
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