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PROBLEM PENULTIMATE LAYER TEACHER SUPERVISION ABLATION STUDIES

Typic.al KD methods use r.egularization while Viewing each pixel in a feature map as a semantic er,l— [HC B *H%] e Clusters —  3x3 Kernels KMeans - (Without K-means. Kernels of 3x3 of the resid-
pushing the student to imitate the feature ge- tity, we propose tp emplpy K-means to the teachgr S pr(k) = Softmax(— =k, %, ) Archs. | QUEST lotkD-1 QUEST letkD-1 tal blocks in architectures such as ResNet corre-
ometry of the teacher. features to obtain fine-grained labels for these entities. T RNS6RN20 7192 7211 7184 7244 7234 6906  |spond to learnable templates (i.e., cluster centers)
, RN110-RN32 7431 7444 7408 7440 7431 7114 ¢ . ..
Typical KD Student |letKD Student OFFLINE: ONLINE: RNS3-RN29 7241 7261 7248 7333 7384 7053  \OI some semantic enfities.
: . & to classifier Extract features of the training set. Apply K-means and obtain centroids. Calculate scores using the distance metric. ‘ .
/ \ /T T\ 3 | | e w—— o Employing sub-classes (Kjnter) for the interme-
3 — - 3732 / Method Top-1 A diate layer distillation enables better knowledge
o 201 (W ethod  Top-1 Acc.f y 8
x X _L'i O 73.0 UEST 71.84 transfer.
Je, [ exploit ]~ el -ue g 8 oo .
TR I —oS . UEST (2)  71.79 , , TR
. ol __'[ tmitate J { :ﬁJr _n I gr28) F lotKD-1 75 44 Naive multi-layer distillation (denoted as (2))
reo g® | - / ’ :
/o 0 E : :->[ learn ] 1= 0 E. ]— 15 30 5o letKD-1(2) 7273 without our KD layer hurts the performance, sug-
x| | . x(0f Kinter gesting that a better way should be found.
L\ i - Effect of our KD layer:
v : : B . . . . . . o letKD-2 (ain er — 1)
Classification capacity in the intermediate etkD-2 (@inser = 0) — t
. . . T xXr
layers is improved with our KD layer. ‘
Teacher Intermediate 52.71 5171 56.36
Layer Top-1 Acc.t

knowledge at Marginal increase in the computation is not
layer [’ the main source of improvement. Methods Top-1 Acc.t

- The major contribution to the performance , FitNet o 71.59
_—__ |: teacher knowledge propagation . . . occurs upon combining the KD layer with F|1;1:T§c+tK[Iz [l)alver w1ti(;1ut supervision ;;,22 |
«—  inter-class relationships captured by the teacher Data-driven mechanisms (e.g. K-means) lead to imitation of our supervision. itNet+KD layer with supervision .

the teacher’s geometry, hurting the performance of the student

Considering the architectural differences in due to capacity differences. | deer-leg Inter. ainter Penult. cpepnyuir Top-1 Acc.t

betweeI}, forcing the student to 1m1tate.the Key Idea: Exploit the relationship between ditferent classes z 5 v 0 _ 0 70.64
teacher’s responses would be demanding, 2 :

. . . (e.g. leg tor horse and deer) that are learned by the teacher. 227 Z. v 1 - 0 70.80
especially for the intermediate layers. e o | : : i Y 0 ey
p7(7) : probability of classifying feature ¢ as a particular pro- e 532 horse-tes = é - 0 v 1 72.44
METHOD FORMUL ATION totype given ¢ is assigned to its corresponding prototype. g2 = v 0 v 0 71.70
g~ g v 0 v 1 72.13
Key Idea: Learn the semantic entities that the Offline Teacher Superv151on:. _ ) | . 4 1 4 0 £2.79
Step-1: Extract features of the training set and apply LDA. L . v 1 v 1 73.27

teacher finds useful and exploit them in fea-

ture transform, enabling us to feed forward A ’
the knowledge during inference as well. _ N IMAGE RECOGNITION EXPERIMENTS: ToP-1 ACC.?t
Given a set of matching kernels wy, and fea- A (s Ag 03
tures x; at spatial location 7, we define feature I R e N 01 o, o, (TR, A, . O 0 CIFAR100 Homogeneous Heterogeneous
: : , ock- ock- 2 )
embedding by template matching as: , O 4, s Teacher WRN-40-2 WRN-40-2 RN56 RN110 RN110 RN32x4 WRN-40-2 RN32x4 RN32x4 RN50
| o0y N O, Student WRN-16-2 WRN-40-1 RN20 RN20 RN32 RN8x4 SNV1 SNV1 SNV2 MNV2
pj = argmaxqu+ Yy prwlas |, | '
Pa>0 B embedding of embedding of Methods | 7261 7561 7234 7431 7431 7942 7561 7942 7942 79.34
¢+ Zipi=1 BT = D Phh SR local teatures local teatures 73.26 7198  69.06 69.06 71.14 7250 7050 7050  71.82  64.60
: raimmning cc A, D, <> .
Solver (see paper for details): 1x 1-BN-ReLU- dataset SimKD  76.06 7492 6895 69.35 7215 78.08 7695 7718 7778 6891
1x1 is equivalent to feature embedding by Step-2: Apply K-means for each class Step-3: Assign the neareast-neighbor prototype to each 1DD 75.01 74.04 71.53 i - i 75.60 i i 68.37
template matching. separately. Obtain prototypes as the cluster sample and normalize each row to calculate QUEST 76.10 74.58 7184 71.89 /408  75.88 76.75 76.28  77.09  69.81
centers (sub-classes). pr(-) = p(h2() | h1(5¢)), where ¢ € A, L, 0. letKkD-1  76.29 75.01 7244 72.68 74.40 76.70 76.93  76.65 T7.75  69.97
Proposed KD Layer: hi(-;c) : assignment . +0.15 F0.09  F0.24 F0.31 F0.14  F0.06 +0.16 +0.24  F0.17  F0.18
9 . 5 _
20 0.0 SN to class prototypes A A A | 4| 4| W | om letkD-2 76:3¢  RI1 T337 338 6% W o8 NI TN 0
L— — 4+— A4 1 ‘1 2 <> Al A17A2 A A37A4 é A Al &2
1x1 —BN-ReLU— 1x1 (0% Ao 3 M Dg,D4 DY Dl,DQ o Ao A4 AS
L ' . Ay 4380 0<z> $:01,02 #3:03,0, 8 . 510 ImageNet Teacher Student KD  DKD QUEST letKD-1 letKD-2
2A1 . Oy 04 ’ ’ = " 1 Q2
softmax — KLDiv = £ ;. ASEn) h(-) : prototype o9 N Top-1 73.31 69.75 70.66 71.70 71.67 72.33 72.38
e 3 . = 9 O3 O _
Ps 1 <+ o my W o thatis closest | o AL —— RN34-RN18 Top-5  91.42 89.07  89.88 9041  90.67 91.06 91.15
pPT ’ L3 2 A1 Al,Az W, L3, Ly g 1 5 —4
conv. > - learning feedback 0.:01,00, M5 W, : O S| Wy [y [y RN50-MNV?2 Top-1 76.13 68.87 68.58  72.05 72.54 73.78 73.98
3 > Top-5 92.86 88.76 88.98 91.05 91.13 91.81 92.00

' ' P . I:' . A .
Ds | P1: student's/teacher's soft predictions Al ¢ : prototypes $2: 05,00, L1 A2 4 hs(-) : prototype that is closest



