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In this supplementary material, we provide further quantitative and qualitative analysis,
together with more comparison results with other methods. In Sec A, we present several ran-
domly generated examples to show the effect of our model. Sec B presents a visual analysis
of our ablation study results. Sec C and Sec D provide a further qualitative analysis of our
proposed DualAVSE model. In Sec E, we perform a detailed comparison with several state-
of-the-art (SOTA) audio-visual speech enhancement (AVSE) methods on 3 benchmarks.

A Audio-Visual Examples

To clearly demonstrate the effectiveness of our DualAVSE model in speech enhancement,
we have created a video. This video features both the original audio-visual data containing
noisy speech and the enhanced output produced by our model.

B Further Analysis of Our Ablation Study Results

Besides the tabulated ablation results in Table 1 in the main text, we plot the results of the
ablation study into a histogram here. Unless explicitly indicated as "lip," the AVSE models
are based on the face region by default. As shown in Figure 1, the results reveal several key
observations.

Firstly, introducing visual modality information, whether from the lip region or the face
region, significantly improves the performance of speech enhancement compared with the
audio-only speech enhancement (AOSE) Baseline. Particularly, the models that utilize the
face region as input consistently outperform the models that utilize the lip region under the
same conditions. This may seem contradictory to the fact mentioned in the submission paper
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that not exactly utilizing facial information could potentially result in performance degrada-
tion. However, it is important to note that the baseline model used in our study incorporates
a state-of-the-art lip-reading frontend. It can accurately extract semantic information from
the lip movements in face videos, which is illustrated in Sec C.

Secondly, both the modality attention module (MAM) and spatial attention module
(SAM) contribute to the improvement of the AVSE task. The SAM module leads to even
more significant performance improvements due to its capability to capture more visual
speech information based on facial cues.

Lastly, when incorporating both SAM and MAM modules, our proposed DualAVSE
demonstrates more significant performance improvements, as measured by PESQ and STOI
metrics. The results show that the integration of these modules enables more effective uti-
lization of both visual and audio modalities, leading to improved speech quality. Specifically,
the DualAVSE model addresses two key aspects: first, it captures rich and valuable informa-
tion beyond the lip region by considering the entire face; second, it addresses the challenge
of the varying reliability of audio-visual modality information in real-world scenarios over
time.
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Figure 1: Bar plots of the ablation study results on PESQ and STOI metrics. The ab-
lation study involves the evaluation of submodules and model inputs. (a) PESQ results.
(b) STOI results.

C Visualization of the Capability to Learn Facial Cues of
DualAVSE Model

We employ the Grad-CAM [14] method to visualize the heat maps of the intermediate fea-
tures in the visual branch. Specifically, we focus on the output features of the third module
of the ShuffleNet V2 in the visual branch. These features are located in the later layers of the
visual branch, where they have already captured rich spatial and semantic information. We
performed the visualization analysis separately for the AVSE baseline model with the face
region as input (BASE) and the model with the SAM module incorporated (+SAM).

As depicted in Figure 2, the BASE model shows a pronounced focus on the region sur-
rounding the speaker’s lips, consistent with findings in previous studies [20, 21]. This find-
ing suggests that the BASE model effectively captures and utilizes lip motion information
for speech enhancement. As shown in Figure C, the +SAM model exhibits a tendency to
extract valuable global information from the entire face region rather than solely focusing on
localized lip movements. This observation highlights the capability of the +SAM model to
effectively utilize facial information, resulting in enhanced performance in AVSE.
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Figure 2: Visualization analysis of intermediate layer features in the visual branch,
using a color scheme ranging from blue (indicating low contribution) to red (indicating
high contribution). (a) Heat maps of the BASE model. (b) Heat maps of the +SAM model.

D Analysis of Unreliable Modalities
We corrupt the inputs with random masks to simulate unreliable modality and then visual-
ize the bottleneck-layer features fav. The bottleneck-layer features are averaged along the
channel dimension, resulting in a one-dimensional vector of the same length as the video Tv.
As shown in Figure 3, when one modality is unreliable, the fused features become closer to
the features of the other and indeed rely more on the other reliable modality. To elaborate,
consider Figure 3. (a) and (b), when we masked a specific segment of one modality’s in-
put, i.e. the first 30% of the visual feature in (a), the rising and falling trends in the fused
bottleneck-layer features closely resembled the features of the unmasked modality, i.e. the
audio feature. Moreover, when one modality was entirely masked as shown in Figure 3. (c)
and (d), i.e. the visual modality in (d), the bottleneck-layer features only exhibited changes
in accordance with the features of the unmasked modality, i.e. the audio modality.

E More Detailed Comparisons with the SOTA Methods
In addition to the comparisons presented in the main text, We perform a more detailed com-
parison with the SOTA methods on 3 benchmark datasets in this section. It is important
to note that the specific methods compared may differ for each dataset due to variations
in the SOTA methods across different datasets. This allows for a thorough examination of
our approach’s performance in different scenarios and ensures a fair comparison with the
best-performing methods on each dataset.

GRID [3], CHiME3 [2]: We compare the proposed DualAVSE model with the SOTA
AVSE approaches on GRID datasets. Following [17], we utilize the noises from the CHiME3
dataset to synthesize the noisy input audios and perform an evaluation with the test signal-
to-noise ratio (SNR) levels of both -5dB and 0dB. As shown in Table 1, the DualAVSE
model achieves the best performance in both the PESQ improvement (PESQi) and STOI
improvement (STOIi) metrics with different test SNR levels.

TCD-TIMIT [7], NTCD-TIMIT [1]: We further evaluated our DualAVSE model on
the TCD-TIMIT dataset, comparing it with SOTA AVSE methods. The TCD-TIMIT dataset
consists of AV speech data from 56 English speakers with an Irish accent. Each utterance
is approximately 5 seconds long and sampled at 16kHz. As recommended in [7], we split
the dataset into training, validation, and testing sets, with 39 speakers for training, 8 for
validation, and 9 for testing. The noisy speech input is derived from the NTCD-TIMIT
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Figure 3: Visualization of the bottleneck features. The signals with gray boxes are masked.
(a) Mask the first 30% of the audio modality and the last 30% of the visual modality; (b)
Mask the last 30% of the audio modality and the first 30% of the visual modality; (c) Mask
the whole audio modality; (d) Mask the whole visual modality.

dataset. This dataset is created by adding six different types of noise to the original speech
data from the TCD-TIMIT corpus. The noise types include Living Room, White, Cafe,
Car, Bable, and Street, and each noise type is associated with a specific SNR. Similar to the
approach in [6], we selected 5 utterances per noise level and noise type for each test speaker
to create a test set of 1350 utterances. The reporting metrics in [6] contains SI-SDR [9],
PESQ, and STOI. We report the score improvement as a means of comparison. As shown
in Table 2, the proposed DualAVSE model achieves the best performance across all metrics
at most SNR levels, except for the STOIi metric at SNR 15dB. This phenomenon is mainly
caused by the fact that our input noisy speech already has a higher STOI score of 0.80 at
SNR 15dB, while theirs is 0.69. This significant difference in the initial STOI scores makes
it more challenging for our model to further improve the STOI score compared with the other
methods.

MEAD [16], DEMAND [15]: We conducted a comparison between our DualAVSE
model and the SOTA method [8] on the MEAD dataset. This dataset consists of record-
ings from 46 participants, who uttered sentences expressing eight different emotions at three
intensity levels under seven camera viewpoints. To ensure a fair comparison, we followed
the same selection criteria as [8], choosing videos that captured frontal views and the high-
est level (level 3) of emotion intensity. These selected videos often exhibit significant head
movements and exaggerated lip motions, posing challenges for AVSE. For training, we uti-
lized approximately 5 hours of videos from the MEAD dataset. Additionally, 0.7 hours were
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Metrics STOIi(%) PESQi

SNR(dB) -5 0 -5 0
L2L [4] 11.14 8.86 0.54 0.62
VSE [5] - - 0.45 0.60

OVA [17] - - 0.40 0.66
VSET [11] - - 0.50 0.75

MHCA-AVCRN [19] 13.51 11.25 0.76 0.88
M3Net [18] 13.42 11.31 0.75 0.89
DualAVSE 15.79 13.56 0.76 0.92

Table 1: Results on GRID dataset.

Metrics SI-SDRi(dB) PESQi STOIi

SNR(dB) -5 0 5 10 15 -5 0 5 10 15 -5 0 5 10 15
A-VAE [12] 4.34 5.12 5.93 6.07 5.76 0.16 0.19 0.20 0.21 0.05 0.02 0.02 0.04 0.04 0.04
AV-VAE [12] 6.15 6.86 7.38 7.22 6.52 0.24 0.27 0.29 0.28 0.08 0.02 0.03 0.04 0.05 0.04
A-DKF [6] 5.78 6.80 7.67 8.35 7.71 0.27 0.32 0.36 0.38 0.18 0.02 0.05 0.07 0.09 0.08
AV-DKF [6] 9.02 9.50 10.10 9.62 8.56 0.43 0.48 0.49 0.43 0.20 0.05 0.08 0.09 0.10 0.08
DualAVSE 18.50 17.18 15.35 12.93 10.71 0.45 0.67 0.88 1.06 1.16 0.15 0.15 0.13 0.10 0.06

Table 2: Results on TCD-TIMIT. Higher is better for all metrics.

reserved for validation, and another 0.7 hours were allocated for testing purposes. Follow-
ing [8], we utilize noise from the DEMAND dataset to synthesize the mixture input audios.
Similarly to our experiments on the TCD-TIMIT dataset, we computed the improvement
in SI-SDR, PESQ, and STOI metrics to ensure a fair comparison. The results presented in
Table 3 demonstrate that our proposed DualAVSE model outperforms all other methods in
terms of all evaluated metrics across various SNR conditions. It is worth mentioning that
the competing models fail to show any improvement in STOI at the SNR of 10dB, whereas
DualAVSE still manages to enhance the STOI even at such a high SNR level. For example,
the Res-AV-CVAE-RFF model [8] shows an STOIi of -0.01 at the SNR of 10dB, whereas
our DualAVSE model achieves an STOIi of 0.03.

Metrics SI-SDRi(dB) PESQi STOIi

SNR(dB) -10 -5 0 5 10 -10 -5 0 5 10 -10 -5 0 5 10
A-VAE [10] 8.91 10.33 10.52 9.81 8.14 0.03 0.27 0.35 0.38 0.31 0.01 0.03 0.04 0.01 -0.01
AV-CVAE [13] 8.96 10.58 10.45 9.46 7.65 0.12 0.32 0.39 0.37 0.31 0.02 0.04 0.03 0.01 -0.02
Res-AV-CVAE-WithHM [8] 8.08 10.02 10.12 9.21 7.70 0.12 0.29 0.32 0.30 0.28 0.01 0.02 0.01 -0.01 -0.03
Res-AV-CVAE-DA-ST-GAN [8] 8.00 9.48 9.57 9.67 7.17 0.11 0.30 0.34 0.34 0.30 0 0.02 0.02 0 -0.02
Res-AV-CVAE-RFF [8] 9.62 10.72 10.68 9.70 8.00 0.22 0.45 0.46 0.43 0.35 0.03 0.05 0.05 0.01 -0.01
DualAVSE 16.06 15.21 14.09 12.98 11.27 0.35 0.54 0.74 0.92 1.01 0.10 0.10 0.08 0.05 0.03

Table 3: Results on MEAD datasets. Higher is better for all metrics.
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