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Summary

• Task: Extending large language models to long video QAs

• Problems:

1. LLMs do not speak multimodality 

2. Videos induce extreme long context understanding

• Solution: Long-Story-Short, a Summarize & search method

• Output: Achieving state-of-the-art in standard long video narrative QA 

benchmarks (MovieQA & DramaQA)
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- Background

- Large Language Models (LLMs) can understand long-context narratives 

and generate adaptive outputs.

- Socratic Models (Zeng et al., 2022) showed that the large language mod

els can perform multimodal reasoning by transforming the visual context t

o text forms and using them as inputs.

- Problems

- Long video QAs (e.g. MovieQA) are long unsolved problem since they re

quire machines to model both the long narratives and visual contexts.

- LLMs are known to struggle with extremely long context. First, there is a

hard token length limit, typically spanning 4,000 to 30,000. Second, LLMs

tend to ignore some portions of context as it gets longer.

- Long video understanding usually requires modelling ~500,000 tokens.

MovieQA (2015)

- Long-Story-Short is a long video QA framework composed of four stages:

1. Extract features from videos and converting them all to text forms.

2. Split the video into shorter clips and summarize each clip to a plot piec

e using an LLM,

3. Given the question and answer, search for the relevant clip using the pl

ot pieces as keys (with an LLM as well),

4. Given the question, answer, and the text form features for the retrieved 

clip, answer the question (with an LLM as well),.

- Motivation

- LLM-based methods such as our Long-Story-Short relies on the feature 

extractor to correctly convert the visual details.

- However, visual feature extractors are imperfect, incurring errors in visual 

grounding of the video QA system.

- Method

- We introduce CLIPCheck, a post-inference likelihood modification metho

d for LLM-based multimodal QA frameworks.

- Given the question and possible answer candidates, we compare the visu

al alignment strength of each candidate using CLIP.

- This CLIP-based alignment score is added to the LLM output likelihood to 

build the final score over the answer candidates.

MovieQA (2015)

DramaQA (2020) PororoQA (2017)

- We achieved state-of-the-art in two standard long video QA benchmarks.

- Further, our zero-shot framework outperforms supervised methods as well.

- Here, we show plot summary samples generated as an intermediate prod

uct of Long-Story-Short.
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