In this Supplemental Material, we provide additional experimental results and implementation details for further understanding of our proposed BDC-Adapter method.
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# A Additional Experimental Results

## A.1 Comparison Methods

In few-shot learning task (Section 4.3.1), we compare our method with the following state-of-the-art methods: zero-shot CLIP [10], CoOp [17], PLOT [2], CLIP-Adapter [5], Cross-Modal Adapter [7], and Tip-Adapter-F [14]. For a fair comparison, we choose CoOp’s best-
performance setting (with the class token placed at the end of 16-token prompts) and the fine-tuned Tip-Adapter-F in our experiments.

In domain generalization task (Section 4.3.2), we compare our method with the following state-of-the-art methods: zero-shot CLIP [10], linear probe CLIP [10], CoOp [17], CoCoOp [16], ProGrad [18], PLOT [2], DeFo [13], TPT [11], TPT + CoOp [17].

In visual reasoning on HOI task (Section 4.3.3), we compare our method with the following state-of-the-art methods: CNN-Baseline [9], Meta-Baseline [3], ProtoNet [12], HOITrans [19], and TPT [11] based on ResNet-50 image encoder of CLIP.

A.2 Specific Per-Dataset Results on Few-Shot Learning

In Section 4.3.1, we provide the performance analysis of our method and other state-of-the-art methods on the few-shot learning task. For easier comparison with other methods, we also provide the specific numerical results in Table 1. Note that we use the ResNet-50 visual backbone for all the methods in this table. The average accuracy shown in the last column clearly demonstrates the superior performance of our proposed BDC-Adapter method. This proves the effectiveness of using Brownian Distance Covariance for vision-language reasoning. It should be noted that, our method also exhibits lower computational complexity, which will be shown in the following Section A.4.

Table 1: Per-dataset results using ResNet-50 backbone. We also report the performance results of the baseline methods from existing works. We bold the best result for each shot and each dataset, and underline the second best result.
A.3 Domain Generalization on DomainNet

We also conduct a new domain generalization experiment on DomainNet and report the performance results in Table 2. For a fair comparison, we use the same ViT-B/16 image encoder of CLIP. All performance scores are evaluated by leave-one-out cross-validation protocol. We can see that our BDC-Adapter also achieves state-of-the-art performance, which demonstrates the effectiveness of our method.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>53.8</td>
<td>54.0</td>
<td>56.7</td>
<td>62.5</td>
<td><strong>64.8</strong></td>
</tr>
</tbody>
</table>

Table 2: Domain generalization performances on DomainNet. We use ViT-B/16 image encoder of CLIP for this experiment.

A.4 More Efficiency Comparisons

In our BDC-Adapter method, we only include a single linear layer to be updated during training, which makes our method highly efficient in few-shot training and reasoning. Table 3 compares the training time and accuracy of our method and other state-of-the-art methods for 16-shot recognition on ImageNet [4]. These results prove that with the lightweight and parameter-efficient design, BDC-Adapter not only exhibits better vision-language reasoning capabilities but also has lower computational complexity.

<table>
<thead>
<tr>
<th>Method</th>
<th>Epochs</th>
<th>Time</th>
<th>Accuracy</th>
<th>Gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zero-shot CLIP [2]</td>
<td>0</td>
<td>0</td>
<td>60.33</td>
<td>0</td>
</tr>
<tr>
<td>Linear Probe CLIP [2]</td>
<td>-</td>
<td>13min</td>
<td>56.13</td>
<td>-4.20</td>
</tr>
<tr>
<td>CoOp [17]</td>
<td>200</td>
<td>14hr 40min</td>
<td>62.26</td>
<td>+1.93</td>
</tr>
<tr>
<td>ProGrad [18]</td>
<td>200</td>
<td>17hr</td>
<td>63.45</td>
<td>+3.12</td>
</tr>
<tr>
<td>CLIP-Adapter [5]</td>
<td>200</td>
<td>50min</td>
<td>63.59</td>
<td>+3.26</td>
</tr>
<tr>
<td>Cross-Modal Adapter [7]</td>
<td>20</td>
<td>2min</td>
<td>64.72</td>
<td>+4.39</td>
</tr>
<tr>
<td>Tip-Adapter-F [14]</td>
<td>20</td>
<td>5min</td>
<td>65.51</td>
<td>+5.18</td>
</tr>
<tr>
<td><strong>BDC-Adapter (Ours)</strong></td>
<td>20</td>
<td><strong>2min</strong></td>
<td><strong>66.46</strong></td>
<td><strong>+6.13</strong></td>
</tr>
</tbody>
</table>

Table 3: Efficiency and accuracy for different methods on ImageNet-16-shot. All experiments are tested on a single NVIDIA GeForce RTX 3090 GPU.

A.5 Sensitivity of Hyper-Parameters

In our experiments on ImageNet [3], we set the hyper-parameters $\alpha$ and $\tau$ defined in Section 3 to 1.5 and 4.5, respectively. To comprehensively investigate the effects of different hyperparameters, we conducted a sensitivity experiment where we varied each hyperparameter individually and evaluated the performance on 16-shot ImageNet. The ablation results are presented in Table 4. We can see that the value of the residual ratio $\alpha$ has a significant impact on the model’s performance, while influence of temperature hyper-parameter $\tau$ on the model’s performance is minor.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>0.0</th>
<th>0.5</th>
<th>1.0</th>
<th><strong>1.5</strong></th>
<th>2.0</th>
<th>2.5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>63.97</td>
<td>64.33</td>
<td>65.41</td>
<td><strong>66.46</strong></td>
<td>65.27</td>
<td>64.44</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>0.5</th>
<th>2.5</th>
<th><strong>4.5</strong></th>
<th>6.5</th>
<th>8.5</th>
<th>10.5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>65.88</td>
<td>66.05</td>
<td><strong>66.46</strong></td>
<td>66.17</td>
<td>66.03</td>
<td>65.73</td>
</tr>
</tbody>
</table>

Table 4: Sensitivity of hyper-parameters. All the results are reported on a 16-shot setting on ImageNet [3].

B Additional Implementation Details

B.1 Implementation Details for Visual Reasoning on HOI

In context-dependent visual reasoning, for instance, in the Bongard-HOI task [4], a test sample consists of a query image and two sets of support images that are used to evaluate it. The mentioned sets of support images are used to demonstrate the existence or non-existence
Figure 1: Illustration of two few-shot learning instances from the Bongard-HOI [6] benchmark. In each instance, there exist 6 positive examples, 6 negative examples, and 1 query image.

of a human-object interaction (HOI) concept, such as "wash dog." Afterwards, the model’s objective is to determine whether the HOI concept is present in the query image. In this specific task, each concept is expressed as a visual relationship, indicated as $c = <s, a, o>$, where $s$ represents the subject (typically "human" for HOI tasks), $a$ represents the action, and $o$ denotes the involved object. Each test sample, denoted as $X_{test}$, encompasses a distinct concept by showcasing $c = <s, a, o>$ in a set of support images, which are regarded as positive instances. On the contrary, the alternate set of support images functions as negative examples, illustrating $\hat{c} = <s, \hat{a}, o>$, where $\hat{a}$ differs from $a$. It should be noted that the object $o$ and the action $a$ are not explicitly given in the task. Hence, the model’s reasoning ability is crucial for predicting whether the concept $c$ is present or absent in the query image of the test sample. Previous studies [3, 9] have addressed the Bongard-HOI problem by training the model on various similar tasks using the Bongard-HOI training split. This approach allows the model to make relevant inferences on test samples during evaluation. In this task, the use of CLIP does not require additional training data since the CLIP model already possesses a comprehensive understanding of diverse visual concepts. Hence, CLIP is a suitable option for this type of visual reasoning task.

There are differences between visual reasoning in HOI and traditional few-shot image classification. In Bongard-HOI [6], the accuracy of predictions relies on the context, which consists of example images indicating the presence or absence of concept $c$. Since the labels are binary (either containing the concept or not), a simple prompting strategy involves manually assigning "labels" to positive and negative examples. We use "True" or "False" as labels. We create a hand-crafted prompt $\rho = "a photo that the person \{action\}\{object\}, it is \{class\}"$, where $\{action\}$ represents actions like "wash", "run", "hug", "feed", etc.,
\{object\} represents objects in the image such as "orange", "bicycle", etc., and \{class\} represents "true" or "false". As an example, we have the prompt: "a photo that person washes dog, it is true." The test set consists of 6 positive examples, 6 negative examples, and 1 query image. Examples of test instances in the Bongard-HOI [6] dataset are shown in Figure 1.

B.2 Algorithm Pseudo-Code of Our Method

An PyTorch-style pseudo-code for our BDC-Adapter method is shown in Algorithm 1. We show both the training stage and inference stage for clarity. Notably, in the training stage, the image and text samples do not need to be paired and one may sample different numbers of them per batch. The class-specific BDC prototype generation process defined in Section 3.3 is not presented in this pseudo-code.

**Algorithm 1:** Pseudo-code of our BDC-Adapter method.

```python
# Training Stage
# T: the randomly chosen texts
# I: the randomly chosen images
# w: linear layer initialized with text features
# tau: temperature hyper-parameter
for e in Epochs:
    # Extract feature representations of each modality
    I_f = image_encoder(I)
    T_f = text_encoder(T)

    # Concatenate and L2 normalize
    # mm_features represents the multi-modal features
    mm_features = concat((I_f, T_f))
    mm_features = normalize(mm_features)
    labels = concat((I_labels, T_labels))

    # Compute loss with cross entropy
    # logits_mm represents the logits of multi-modal reasoning network
    logits_mm = w(mm_features)
    loss = cross_entropy_loss(logits_mm / tau, labels)

    # Update w by gradient descent
    loss.backward()
    optimizer.step()

# Inference Stage
# E_v is the orginial image encoder of CLIP. x is the test image.
# E_vm represents the modified image encoder of CLIP that does not
# include the last attention pooling layer
# B(·) stands for the BDC module defined in Section 3.2
# B_x = B(E_vm(x))

# logits_bdc is the logits of BDC prototype similarity reasoning
# P is the BDC prototype set defined in Section 3.3
# logits_bdc = np.dot(B(E_vm(x)), P.T)
logits_mm = w(E_v(x))

# alpha is the residual ratio to combine two predictions
logits = logits_mm + alpha * logits_bdc
```
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