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❖ Background

• Anomaly detection methods shifted from traditional statistical to 

advanced deep learning-based techniques

• in the industrial field's pre-mass production phase, limited sample 

availability often necessitates the implementation of few-shot anomaly 

detection technique

• Highlight of reconstruction-based methods, embedding similarity-based 

methods, and few-shot methods

Introduction

Introduce adversarial loss in the context of domain adaptation to 

enhance the performance of Few-Shot Anomaly Detection (FSAD).
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1. Problem Formulation

• Train with normal samples across 𝑛 categories :𝐷𝑡𝑟𝑎𝑖𝑛 = 𝑖=1ڂ
𝑛 𝐷𝑖

• Test with image from unknown target category 𝑐𝑡 &𝐾 normal samples. 

2.Loss Function and Training  

• Main Model𝑀 : Potential models include RegAD, UniAD. 

• Discriminator 𝐷 : Auxiliary network trained with 𝑀 using adversarial loss.

3.Key Formulations 

• Discriminator Training Loss : ℒ𝐷𝑇 = ℒ𝐷(𝒇𝟎, 0) +ℒ𝐷(𝒇1, 1) 

• Main Model Training Loss :ℒ𝑀𝑇= ℒ𝐷(𝑓0, 1)

4. Integration with RegAD & UniAD

• RegAD
- Siamese network with two branches 
- Branches process images 𝐼0and 𝐼1 from same category

- Feature 𝐼0and 𝐼1extracted from predictor

• UniAD
- Comprises encoder & layer-wise query decoder.

- Input-output pairs of the layer-wise query decoder used as features 𝑓0and 𝑓1
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• Our method proposed a novel FSAD method incorporating adversarial loss for 

enhanced generalization.

• We demonstrated overall performance improvement on MVTecAD and DAGM 

datasets.

RegAD RegAD + OursUniAD Enlarged UniAD UniAD + Ours

Comparison of RegAD / UniAD vs. 

RegAD + Ours / UniAD + Ours 

varied results across categories like 

grid, metal_nut, and screw.

- UniAD + Ours broadens feature space, 

enhancing separation of sample types.

Conclusion

Table 1: RegAD + Ours outperforms RegAD, showcasing improvements between 0.4 to 1.4 percentage points in the image level AUC. Similarly, 

UniAD combined with our method achieves up to 3.1 percentage points boost.

Table 2: Results on the DAGM2007dataset reveal our proposed method generally enhances RegAD and UniAD performance, despite 

occasional exceptions in certain classes.

- RegAD + Ours offers better feature clustering,

reducing misclassifications.


