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In this supplementary document, we report the structure of the ST attention branch,
the modification details of temporal attentions, and additional experiments for modifying
attentions.

1 Study on ST Attention Branch

1.1 Structure Details
Figure 1 shows a structure of the other ST attention branch. This model is the same as the one
in the main paper until creating K×T×1×1 feature maps. However, instead of convolving
spatial and temporal attentions in parallel, temporal attentions are obtained in this structure
using dimensionality compression with global average pooling after the spatial attentions are
obtained.

1.2 Experiments
We quantitatively and qualitatively evaluated the ST-ABN with a series structure as shown
in Figure 1. The backbone network of the ST-ABN was 3D ResNet-50, and 32 frames were
inputted. The other experimental details were the same as those for training the ST-ABN in
the main paper.

Quantitative Evaluation We compared the performance of our baseline model with that
of the ST-ABN. We used two types of ST-ABN: the supplementary structure, in which

© 2023. The copyright of this document resides with its authors.
It may be distributed unchanged freely in print or electronic forms.



2 S.NOGUCHI ET AL.: EMBEDDING HUMAN KNOWLEDGE INTO ST-ABN
ST-ABN_構造変更版

Perception branch

La
be
l

Latt(xi)

Lper(xi)

ST attention branch

⊗

Feature 
extractor

Input video xi

  

Feature maps f(xi)
[C × T × W × H ]

Co
nc
at

⊗

Attention mechanism 

⊕

3D Convolution 
layers

3D
 C
on
v.

BN Re
LU

[K
×T

×1
×1

]

3D
 C
on
v.

BN Re
LU

[C
/2

×T
×1

×1
]

Classifier

3D
 G
AP

So
ftm
ax

FC

3D
 C
on
v.

[K
×T

×1
×1

]

So
ftm
ax

f′ t(xi)

f′ s(xi)

f′ (xi)

Spatial attention  Ms(xi)

Temporal attention Mt(xi)[T × 1 × 1]

[1 × T × W × H ]
[K × T × W × H ]

• • •

3D
 C
on
v.

BN

Si
gm
oid

[1
×T

×1
×1

]

GAP

Activation function

Batch Normalization

Fully Connected layer (FC)

Channel-wise concatenation

Figure 1: Detailed structure of ST-ABN, in which spatio-temporal information is calculated
in a series.

Table 1: Performance of top-1 and top-5 accuracy of each model.
Top-1 Acc. Top-5 Acc.

3D ResNet-50 (Our baseline) 51.4 80.1
3D ResNet-50 + ST-ABN (Supplementary) 58.0 85.2
3D ResNet-50 + ST-ABN (Ours) 58.6 85.5

spatio-temporal information is calculated in a series, and the main structure, in which spatio-
temporal information is calculated in parallel. In the table 1, both ST-ABN structures had
higher recognition accuracies than those of the baseline model, but the ST-ABN structure
described in the main paper was slightly higher. This indicates that the information neces-
sary for recognition could be obtained by convolving spatial and temporal information in the
same place. However, convoluting them separately and obtaining the features specialized for
each kind of information are better options.

Qualitative Evaluation Figure 2 shows the visualization results of the spatial and tempo-
ral attentions of the ST-ABN with two types of structures. The results of the ST-ABN were
that spatial attentions were able to focus on the moving object in both structures. However,
the temporal attentions of the ST-ABN with the supplementary structure were almost all
yellowish-green, making it impossible to determine which frames are important for recog-
nition. This indicates that we need to design separate networks for spatial and temporal
attentions.

2 Modification Details of Temporal Attentions

The temporal attentions were modified manually using a tool that we made, as shown in
Figure 3. This tool enables us to edit temporal attentions easily—only by double clicking on
the frame image. Temporal attentions were visualized on the top of each frame image as a
color bar. When we modified the temporal attentions, the frames that were least important
and not needed for recognition were given blue color bars with a value of 0, the frames with
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Figure 2: Visualization results from the spatial and temporal attentions of each structure.
This is an example of a video in which a toy train is rolling down on a slanted surface. The
temporal attentions are at the top of the frame images, and the spatial attentions are on the
frame images.
修正ツール（before）
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(a) Before (b) After
Figure 3: Tool for modifying temporal attentions. The attention score was set with a radio
button at the bottom of the tool, and temporal attentions were modified by double clicking
each frame image. (a) Before modifying temporal attentions. (b) After modifying temporal
attentions.

a necessary motion were given green ones with a value of 0.5, and the frames with a partic-
ularly important motion were given red ones with a value of 1.0. An example of temporal
attention modification is shown in Figure 4. These temporal attentions were modified so that
the frames with motion were highlighted.

3 Additional Study on Modification

Spatial and temporal attentions obtained from the ST-ABN enable us to embed human
knowledge by modifying them in manual operation. Therefore, we investigated which at-
tentions are more appropriate to modify from their cost and effectiveness of modification.

3.1 Modification Cost

We compared the modification cost by measuring the time required for modifying these
attentions. Temporal attentions were modified for approximately 30 videos per hour because
we just needed to highlight the important frame images. In contrast, the spatial attentions
could only modify approximately five videos per hour because we had to highlight the object
for each frame image. Note that the time taken to modify the spatial attentions was highly
dependent on the number of frame images in the video, indicating that the modification cost
of temporal attentions was much lower than that of spatial attentions.
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Figure 4: An example of modifying temporal attentions. We categorized each frame image
into three types to modify. The temporal attentions are shown as a color bar on top of each
frame image.

3.2 Effectiveness of Modification

We evaluated the effectiveness of modification by comparing the changes in accuracy before
and after fine-tuning the ST-ABN with each attention.

3.2.1 Experiment Details

In the fine-tuning process, we added Ltemp(xi) or Lspat(xi) to the loss function of the ST-
ABN calculated by L(xi) = Latt(xi)+Lper(xi). When the ST-ABN is fine-tuned with mod-
ified temporal attentions, the loss function of the fine-tuning L(xi) can be defined as

L(xi) = Latt(xi)+Lper(xi)+Ltemp(xi), (1)

where Ltemp(xi) is the same as that in the main paper. When it is fine-tuned with modified
spatial attentions, the L(xi) can be defined as

L(xi) = Latt(xi)+Lper(xi)+Lspat(xi). (2)

As for the loss function of the spatial attentions Lspat(xi), we used the mean squared error
of modified and obtained attentions. We denote the output spatial attentions from the ST-
ABN and modified spatial attentions as Ms(xi) and M′

s(xi), respectively. The Lspat(xi) are
formulated as

Lspat(xi) = γs
1
n

n

∑
j=1

(
{M′

s(xi)} j −{Ms(xi)} j
)2
, (3)

where n is the number of input frames, and γs is a scale factor.
We manually modified 2396 temporal attentions and 464 spatial attentions to fine-tune

the ST-ABN. The scale factor γt and γs were 10 and 100, respectively. The other experimental
details were the same as those for fine-tuning the ST-ABN in the main paper.

3.2.2 Experimental Results

We qualitatively and quantitatively evaluated each model.
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Figure 5: Visualization results of spatial and temporal attentions. The temporal attentions are
at the top of the frame images, and the spatial attentions are on the frame images. Attention
maps with“Neither” are the results of the ST-ABN before fine-tuning. The other attention
maps with“Temporal” and“Spatial” are the results of the ST-ABN after fine-tuning via
temporal and spatial attentions, respectively.

Table 2: Accuracy of before and after em-
bedding human knowledge by fine-tuning
the ST-ABN. The top line without a check-
mark shows the accuracy of ST-ABN be-
fore fine-tuning, and the other lines show
the accuracy of ST-ABN after fine-tuning.
A checkmark indicates its attentions were
modified.

Spatial Temporal Top-1 Top-5
58.6 85.5

✓ 60.7 86.9
✓ 60.0 86.5

Quantitative Evaluation The results of
fine-tuning with each attention are shown in
Table 2. The recognition accuracy was im-
proved by fine-tuning the ST-ABN by compar-
ing the top line and the others. However, the
recognition accuracy after fine-tuning was al-
most equal for all of them, indicating that the
type of attentions to be modified did not affect
the recognition accuracy.

Qualitative Evaluation Figure 5 shows ex-
amples of visualized spatial and temporal at-
tentions. When we fine-tuned the ST-ABN
with modified temporal attentions, they were
improved to focus on the frames in motion. Furthermore, spatial attentions also changed
to highlight the area changed by the motion. In contrast, when the ST-ABN was fine-tuned
with modified spatial attentions, they could focus on the local area, but the temporal at-
tentions were almost the same as those before fine-tuning. This indicates that embedding
human knowledge into the ST-ABN via temporal attentions is more effective to improve its
performance.


