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* Positional Embedding
- Self-attention cannot understand the order of input 
patches. 
- ViT uses separate positional embedding, such as APE or 
RPE, to reflect the order of patches. 

Figure Reference: Dosovitskiy et al. (ICLR 2021)

* Our Contribution
- Claim that the use of positional embedding does not 
simply guarantee the order-awareness of ViT.
- Analyze the actual behavior of ViTs using an effective 
receptive field.
- Propose explicitly adding a Gaussian attention bias that 
guides the positional embedding.
- Evaluate the influence of Gaussian attention bias on the 
performance of ViTs.

Introduction

We demonstrate that during training, ViT acquires an
understanding of patch order from the positional embedding 
that is trained to be a specific pattern. 

Analysis Proposed Method Experiments
Vision transformers (ViTs) that model an image as a 
sequence of partitioned patches have shown notable 
performance in diverse vision tasks. Because partitioning 
patches eliminates the image structure, to reflect the order 
of patches, ViTs utilize an explicit component called 
positional embedding. However, we claim that the use of 
positional embedding does not simply guarantee the order-
awareness of ViT. To support this claim, we analyze the 
actual behavior of ViTs using an effective receptive field. We 
demonstrate that during training, ViT acquires an 
understanding of patch order from the positional embedding 
that is trained to be a specific pattern. Based on this 
observation, we propose explicitly adding a Gaussian 
attention bias that guides the positional embedding to have 
the corresponding pattern from the beginning of training. We 
evaluated the influence of Gaussian attention bias on the 
performance of ViTs in several image classification, object 
detection, and semantic segmentation experiments. The 
results showed that proposed method not only facilitates 
ViTs to understand images but also boosts their 
performance on various datasets, including ImageNet, 
COCO 2017, and ADE20K.

Abstract

* Image Classification 
- ImageNet-1K

* In light of the observation that learned RPE fits suitably 
with a 2D Gaussian, we propose injecting Gaussian 
attention bias into RPE:

Design Choice
* Design as additive bias.
- It can be seamlessly plugged into any type of RPE.
- e.g. RelPosBias or RelPosMlp

* Use learnable parameters.
- Hyperparameter-free!
- Allow layer-wise freedom.

* Allow the learnability of the original RPE.
- Benefit from enriched expression in self-attention.

* Use a single Gaussian table.
- Sliced Gaussians are shifted versions of each other.
- Inspired by the use of relative coordinates.

* Do not use constant term in Gaussian.
- Softmax is invariant to constant translation.

* Share it across multiple heads of SA.
- But we observed a negligible effect.
- Validated from the ablation study.

* Do not apply weight decay to the two parameters.
- In PyTorch, explicitly specify not to apply weight decay.

* Build Gaussian attention bias by reversing the process of
extracting RPE. 

* Generate a 2D Gaussian table using two learnable
parameters:

* Image Classification 
- Oxford-IIIT Pet, Caltech-101, Stanford Cars, Stanford 

Dogs

* We consistently observed improved performance after 
applying Gaussian Attention Bias.

* Object Detection and Semantic Segmentation
- COCO 2017, ADE20K

* Ablation Study
- Comparison of head-shared and head-wise versions.


