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. Proposed method
Motivations

Unsupervised image retrieval works without data
annotations

Contributions

Existing methods using self-supervised learning Leverage consistency to regularize the instance

We tackle false negative issue of contrastive loss contrastive learning

With a unified objective, our approach exploits
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Propose a hierarchical consistent quantization ap-
proach for deep fully unsupervised image retrieval
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An overview of the proposed Self-Supervised Consistent Quantization (SSCQ) approach to deep fully unsupervised image retrieval. Part consistent quantization discovers part neighbor affinity as
self-supervision, while global consistent quantization learns instance affinity as self-supervision, which together are formulated into a unified learning objective for model optimization.

Motivational example
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(a) Instance contrastive loss makes mistakes for false negative (b) Part semantic loss reduces false negative error

(a) Given two views of the query instance of a horse, we illustrate the benefit of using
part semantic loss with a true negative (plane) and a false negative (another horse).
In (a), the instance contrastive loss with false negatives leads to sub-optimal feature
representation. In (b), part embeddings of the anchor instance could be pulled closer
to those from the other horse, thereby fixing the error caused by false negative in (a).

Proposed loss terms

Instance contrastive learning loss:
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Part Semantic Consistent Quantization:
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Global Affinity Consistent Quantization:
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Thus, contrastive consistency loss L. is defined using the symmetric KL Divergence
Dy, as:

Lo = 5(Dks(PIQ) + Dis(@QP)) (4

Summary:
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Comparison with the State of the Art

Dataset

Method

16 bits 32 bits 64 bits

SGH [Dai 2017] 435 437 433

HashGAN [Dizaji 2018] 44.7 46.3 48.1

CIFAR-10 BinGAN [Zieba 2018] 47.6 51.2 52.0
SPQ[Jang 2021] @ 76.8 79.3 81.2

SSCQ (ours)

78.3 813 82.9

SGH [Dai 2017] 99.3 59.0 60.7

HashGAN [Dizaji 2018] 68.4 70.6 71.7

NUS-WIDE BInGAN [Zieba 2018] 654 70.9 71.3

SPQft [Jang 2021] 75.7 79.4 80.2
SSCQ (ours)

78.7 79.9 80.8

FLICKR25K

SPQ[Jang 2021] | 71.8 740 745

SSCQ (ours)

73.8 759 76.7

Comparison with SOTA deep fully unsupervised methods on CIFAR-10, NUS-WIDE
and FLICKR25K in terms of mAP (%).

Coupling part loss with global losses

Global Loss | £,, mAP(%)1| SimPost SimNeg| Margint
- - | 74.48 0.68 0.09 0.59
v 77.25 0.72 0.10 0.62
- - 10.59 0.29 -0.01 0.30
il v 76.11 0.29 -0.03 0.32
Lot Lo - | 76.28 0.30 -0.03 | 0.33
ez T e J/  78.64 0.30 -0.03 | 0.33
- | 7473 0.32 -0.03 | 0.35
SPQlJang 20211 . 7496 032 | 004  0.36

Qualitative visualizations

CIFAR-10:

Top 10 retneval results
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Top 10 retrieval results
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Retrieval results of our approach and SPQ [Jang 2021] on CIFAR-10, NUS-WIDE
and FLICKR25K (32 bits). False retrieval results are denoted in red bounding boxes.



