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1. TASK AND PROBLEM 2. ALIGNING CONCEPTS
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Visual Grounding is the task of aligning the entity mentioned in a query

_ _ _ _ e In weakly-supervised setting, fine-grained annotations are not available at training time
with the respective portion of the image

e The object detector outputs the proposals and their categories

Issue: annotations are hard and expensive to collect e Using word embedding we can grossly align phrases and proposals

3. OUR APPROACH
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4. EXPERIMENTAL RESULTS 5. LOW-DATA SETTING
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Top-down Saliency - 50.10 - - The percentage refers to the fraction of the &

KAC Net 38.71 - 15.83 - training set considered during training.
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Grounding By Sep. = 75.60 . 58.21 Accuracy of our model's components. The

Relation-aware 59.27 78.60 37.68 58.96 Concept Branch contributes more to the final

Contrastive KL Distill. 53.10 - 38.39 - model performances.
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SimMaps 45.56 79.95 38.74 70.25 Branch Modules Information Entities (%) (%) 1. We propose an untrained, zero-shot
SPR baseline + CLIP (ours)  56.89 77.06 40.99 57.48 X % X 2352 15.03 alignment module

SPR model (ours) 62.20 80.68 48.04 62.40 v % % 5496 40.07 2. Our  model  show  comparable
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