
     

•   To deal with all the mentioned challenges, we proposed a lightweight SR 
model that includes several continuous feature extractors and a novel 
upsampling module.

•    Our proposed method, called multi-scale fusion, utilizes feature information 
from multiple scales simultaneously for up-sampling. This approach has the 
advantage of integrating information from different scales to provide a more 
comprehensive understanding of the image features, leading to improved 
performance and network robustness.

•    After many ablation experiments, we have the following findings: multiple up-
sampled information of different scales can make the model produce better SR 
results, but at the same time, it will sacrifice some computational efficiency.

•    Based on these findings, we employed a scale transformation approach with 
the target scale as the reference in three different directions, including 
magnification, equivalence, and reduction. Subsequently, we adjusted them to 
the target scale, thereby providing additional information for the same pixel 
and enhancing the effectiveness of  SR.

•   Current  CNN-based  super - resolu t ion  (SR)  ne twork 
depends on a significant number of model parameters, 
which results in increased computational requirements 
and memory consumption during the training process.

•    Most conventional upsampling modules utilize single-layer 
PixelShuffle or Bicubic, which leads to a loss of feature 
information. And  the missing information is also crucial for 
reconstructing high quality image networks.

 

•   A lightweight recursive feature extractor that improves 
performance even in the most advanced models.

•    A Scale-wise Upsample module (SUM) to retain multi-scale 
information that helps restore HR images accurately. 

•    SUM favors lightweight model design.  Based on this, we 
construct a lightweight SwiseNet, using the multi-scale 
information fusion strategy to extract multi-scale context 
information.

•    Replacing the upsampling operation with our SUM produces 
better SR results for the baseline model.  

       
   


