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Figure 2:Comparison Results of RBFormer (RBViT/RBVMLP) * accuracy with a relatively small model size.
with current SOTA in clean/robust accuracy and model size. .




