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Challenges in contrastive-learning-based distillation 

Main ideas

• Momentum Updating the encoders: the momentum update makes the encoders progress more smoothly. The difference between the encoders at 

different iterations can be made small. Therefore, the keys encoded at different iterations can be consistent.

• Keep only one fixed-size memory bank for the teacher: the teacher dictionary (i.e., the only memory bank) is a fixed-size queue, where all the keys 

are negative keys. The teacher keys of the current batch are enqueued, while the oldest keys are dequeued.

• Inconsistent representations: the keys cached in the memory banks 

were momentum-updated only when they were last processed, and 

the update interval for each individual key can be highly different.

• Large storage size of memory banks: most of the contrastive-

learning-based distillation methods treat the entire training dataset 

as the memory bank and maintain two memory banks, one for the 

student and one for the teacher.
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The contrastive-learning-based distillation encourages the teacher 

and student to map the same input to close representations (in 

some metric space), and different inputs to distant representations.

• Contrastive learning as looking up in the teacher dictionary: Given an input image �, two views of � under random data augmentations form a 

positive pair. All the keys in the teacher dictionary are negative keys. 

• The slow-moving student: the slow-moving student is implemented as a momentum-moving average of the student to reduce the effect of the 

potential noise in the teacher dictionary.

Experimental Results
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When the student has the same architecture style as the teacher
When the student has the different architecture style as the teacher

Top-1 and Top-5 error rates (%) on ImageNet-1K validation set

Transfer Learning


