
Motivation: Learn Part Motion Using NIR

üWe propose a novel framework for 
modelling and generating articulated 
objects. To model the continuous 
articulations and motions smoothly, 
we adopt neural implicit representations 
(NIR) to predict the transformations of 
moving part points of the object.

üExperiments on diverse object 
categories, novel categories and multi-
part objects, and visualization of 
transformation grids, interpolation and 
extrapolation demonstrate the 
superiority of our proposed framework. 
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üNeural Implicit Representation (NIR) 
has the property of spatially 
continuousness, which is suitable for 
representing the object’s part motions.

üSuch method disentangles the motion 
of the target articulated part, instead of 
the whole object, which can better 
generalize to novel object categories.

VAT-Mart (ICLR 2022):
Point-level Affordance for Manipulation

AdaAfford (ECCV 2022):
Affordance Adaptation Given Physics

üGenerate the transformation grids given two frames of the object with different poses.
üPredict the part motion given the generated transformation grids and queried new pose.


