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Problem Description

➢ Image enhancement aims at adapting low-light conditions

and distorted colors.

➢ Single input might lead to image enhancement bias.

3D LUT involves: look-up table and trilinear interpolation.

Challenge

Motivation

➢ (a) 3D LUT learns the color transform through a serial

schema from only single image, it is difficult to model the

precise relationship between semantic and color transform

➢ (b) We take image and LUT features into consider, and

adopt cross attention architecture and LUT-aware module to

construct the fine-grained LUT

Method

Contribution

➢ A novel CANet adapts to uses the cross attention architecture to
fuse image and LUT feature in a parallelize way

➢ A LUT-Aware Module fuse multi-channel and spatial attention
features for enhancing the color transform

➢ We conduct comprehensive experiments on FiveK and HDR, the
results show that our model outperforms state-of-the-art methods

Experimental Results

Input image I, the converted image O through the 3D LUT:
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(𝑖, 𝑗, 𝑘) are the pixel coordinates of the image in RGB space, and 𝜓(.) is

defined as the learnable LUT weight

Two-way Interactive Bridge

𝑖𝑚𝑎𝑔𝑒 → 𝐿𝑈𝑇：
𝑖𝑚𝑎𝑔𝑒 ← 𝐿𝑈𝑇：

LUT Attention Module

Channel global attention and Spatial local attention

Our proposed method outperforms related image enhancement methods 

on FiveK and HDR datasets

• Our method leverages a parallel learning process requires more 

model parameters but remains within the real-time requirement

• Visual results demonstrate our CANet produces the color 

transformation is closest to the ground-truth
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