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Abstract
With the increasing computational power of computing devices,
the pre-training of large deep-learning models has become
prevalent. However, deploying such models on edge devices with
limited memory and computing power remains a significant
challenge. To address this issue, this study proposes a novel
knowledge distillation approach called Feature-level
Relationship-based Knowledge Distillation (FLRKD). The
proposed approach employs image quality similarity assessment
to distill knowledge from a pre-trained model into smaller models
that are suitable for deployment on edge devices. FLRKD utilizes
peak signal-to-noise ratio (PSNR) and structural similarity
(SSIM) between feature maps of different hidden layers as
relational knowledge to enhance the classification accuracy of
student models. Moreover, the proposed approach includes an
effective loss function that accelerates the convergence of the
knowledge distillation algorithm. Additionally, a regressor is
introduced to address the issue of inconsistent feature map spatial
size between teacher and student models in heterogeneous
scenarios. Comparative and ablation experiments demonstrate the
superiority of FLRKD over mainstream knowledge distillation
methods in terms of higher classification accuracy (up to 4%) and
faster convergence rates. Notably, the proposed approach
achieves significant improvement in classification accuracy (up to
3%) even in heterogeneous scenarios compared to existing state-
of-the-art methods.

Highlights of this work
• We propose a new type of knowledge that is characterized by

the PSNR matrix and SSIM matrix computed between different
channels in different hidden layers, which has a better effect on
guiding student model training than the knowledge used in the
current mainstream relationship-based knowledge distillation
methods.

• Employing the proposed refinement approach to obtain initial
weights can effectively enhance the performance of compact
neural networks, while also yielding a quicker convergence
rate.

• Unlike other relationship-based knowledge distillation
methods, our approach can also be applied when the teacher
and student models are heterogeneous. Even if the structure of
the student model differs from that of the teacher model, our
proposed method can significantly improve the performance of
the student model.

Methodology & Network Architecture

Figure 2: Framework of our FLRKD algorithm when the 
ResNet structure is used in the teacher and student 
networks. 

Conclusions & Future Work
In this work, we propose a new method of relationship-based
knowledge distillation, based on new forms of knowledge
representation. This knowledge is expressed by the PSNR
matrix and the SSIM matrix, which represent information
about the network inference process, i.e. the flow defined in
this work. We verify the superiority, compatibility, and
feasibility of FLRKD through three different sets of
experiments. The experimental results show that FLRKD
combined with the KD algorithm is superior to the most
advanced relationship-based knowledge distillation method.
In addition, there are still some problems to be solved in this
work, such as how to select a more reasonable location for
the hidden layer of the feature map extraction. If we put the
perspective on the whole lightweight work, how to combine
FLRKD with pruning or other lightweight methods, etc., all
these are the problems we need to further think about and
solve in the follow-up work.

Results
Table 1 presents average accuracy results for knowledge distillation
algorithms on the CIFAR-100[1] dataset using identical
architectures for both teacher and student networks. Although
FLRKD is not optimal for all knowledge distillation algorithms in a
few cases, the starting point of this work is to propose a more
efficient relationship-based knowledge distillation algorithm and to
provide a feasible new idea for relationship-based knowledge
distillation algorithms.

Table 2: Test accuracy of student networks on CIFAR100 of a 
number of distillation methods (ours is FLRKD) for transfer across 
different teacher and student architectures. Importantly, some 
methods that require very similar student and teacher architectures 
perform quite poorly. E.g. FSP cannot even be applied. FLRKD 
can also be adapted to the Teacher-Student model using different 
architectures by introducing regressors. The meanings of different 
fonts in Table 2 are consistent with those in Table 1.

• Feature-level Relationship-based Knowledge: Response-based 
knowledge overlooks the knowledge contained in the hidden layer 
of the neural network. Feature-based knowledge distillation methods 
imitate the intermediate results of the feature layer of the teacher 
network but fail to consider the spatial relationship between shallow 
and deep layers. To address these issues, we propose a knowledge 
distillation method based on the flow of problem-solving processes 
represented by PSNR and SSIM matrices between feature maps 
from different layers. Our method avoids the problem of selecting 
effective feature maps and accurately represents the hierarchical 
relationships in the model. 

• Loss for the FLRKD: The overall loss function contains an 
image spatial size correction regressor as well as PSNR and 
SSIM matrix correction losses.

Table 1: Test accuracy of student networks on CIFAR-100[1] of 
several distillation methods (ours is FLRKD). We note that the 
FLRKD algorithm has the best performance among the relationship-
based knowledge distillation algorithms, and we have marked 
relationship-based knowledge distillation algo- rithms in purple font 
in the table. The data in bold in the table correspond to the highest 
classification accuracy and the data in green font in the table 
correspond to the second-best classification accuracy obtained by 
using different knowledge distillation algorithms with the same 
teacher-student network frameworks and the same experimental 
conditions. 

Table 2 presents the average accuracy of different knowledge
distillation methods on CIFAR-100 dataset with varying teacher-
student architectures. Based on the experimental findings
presented in Table 2, it is observed that the FLRKD combined
with the KD algorithm achieves generally superior accuracy than
other knowledge distillation methods, even in scenarios where the
teacher-student model has distinct architectures.

Pre-training deep neural networks has become a trend in recent 
years, but as network size increases, training time also increases[2]. 
Despite this, researchers continue to develop better models due to 
the excellent performance of deep neural networks in various fields. 
Therefore, there is a growing demand for fast and lightweight 
technology. In our proposed technique, we used one teacher network 
to generate several student networks, aiming to achieve similar 
performance with less training time than the normal procedure[2,3]. 

The experimental results in Table 3 show that the FLRKD algorithm 
achieves accuracy comparable to state-of-the-art knowledge 
distillation methods but with a shorter distillation time. In 
comparison to TDD[4], and DKD[5], FLRKD exhibits superior 
convergence speed and achieves desirable accuracy. 


