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This supplementary material to the main paper is structured as follows:

• In Appendix S.1, more visual comparison is provided.

• In Appendix S.2, we provide additional quantitative evaluation using more metrics and
with other methods.

• In Appendix S.3, we ablate on the binding loss Lbind .

• In Appendix S.4, we present the algorithm overview and more details on the TIFA
evaluation.

More attention visualization in mp4 video format can be found in the zip file or our project
page.

S.1 Additional Qualitative Results
We provide more visual comparison using additional novel prompts in Fig. S.1 and across
different benchmarks using the same random seed in Fig. S.2. As can be seen, Divide &
Bind can handle various complex prompts well and outperform the other methods in different
scenarios.

S.2 Additional Quantitative Evaluation
In Table S.1, we compare our Divide & Bind with Stable Diffusion and Attend & Excite
using Full Prompt similarity and Minimum Object Similarity used in [3]. Full Prompt
Similarity represents the average CLIP cosine similarity between the full text prompt and
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“The flash and
the superman

on the snowy street ”

“The black widow
and the spiderman

on the beach ”

“ The flash with green
suit and the batman

with blue suit ”
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Figure S.1: Qualitative comparison using novel prompts with the same random seeds. To-
kens used for optimization are highlighted in blue. Compared to others, Divide & Bind can
better comply with the input prompt while maintaining a high level of realism.

Method
Animal-Animal Animal-Scene COCO-Subject

Full Prompt Min. Obj. Full Prompt Min. Obj. Full Prompt Min. Obj.

Stable Diffusion 0.312 0.220 0.348 0.206 0.324 0.229

Attend & Excite 0.333 0.249 0.344 0.240 0.328 0.236

Divide & Bind 0.331 0.246 0.345 0.236 0.329 0.236

Table S.1: Quantitative comparison using Full Prompt Similarity and Minimum Object
Similarity. The differences between methods are minor, which may due to the suboptimality
of the evaluation metric as pointed in [8].

the generated images. And the Minimum Object Similarity is the minimum value of the
object CLIP similarity among all objects mentioned in the prompt. For instance, for the
prompt “a cat and a dog”, we compute the similarity between the image and the sub-phrase
“a dog” and “a cat” and take the smaller value as the final result. The difference among
methods using CLIP similarities are minor, due to the fact that CLIP similarity may not
be accurate to evaluate the faithfulness of Text-to-Image synthesis [8, 13]. Therefore, we
employed more recent evaluate metrics, TIFA score [8] and Text-Text similarity, for more
reliable evaluation, as reported in Fig. 6 and Table 2 in the main paper.

In Table S.2, we additionally compare with two more text-to-image methods, Compos-
able Diffusion [12] and Structure Diffusion [5] using Text-Text similarity. We outperform
the other methods on both Animal-Animal and Color-Object benchmarks.

S.3 Ablation Study
We ablate the effect of the proposed binding loss Lbind qualitatively and quantitatively, as
shown in Fig. S.3 and Table S.3. We observe that the binding loss introduce minor differ-
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“A dog and a turtle ”
“A dog and a turtle

in the library ”
“A dog and a turtle on

the street, snowy scene ”
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“A red sports car
is parked

beside a black horse ”

“A blue dog
on a red coach ”

“A brown dog
sitting in the yard
with a white cat ”
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Figure S.2: Qualitative comparison in different settings with the same random seeds. Tokens
used for optimization are highlighted in blue. Compared to others, Divide & Bind shows
superior alignment with the input prompt while maintaining a high level of realism.

ence on the quantitative evaluation. We hypothesize that the coarse measurement of current
evaluation metrics may not be able to reflect the advantage of our method and are not well
aligned with human judgement [8, 13]. As illustrated in Fig. S.3, without the binding loss,
the model is able to partially reflect the attribute but may mix with other attributes as well.
For instance, in the second column, the front of the car is partially in green, which should
be assigned to the balloon. While such imperfect results could still fool current evaluation
metrics, as part of the car is indeed in pink. With Lbind , we can see the attributes can be more
accurately localized at the corresponding object area. Therefore, we employ the binding loss
by default, if the attributes are provided in the prompt.
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Method Animal-Animal Color-Object

Stable Diffusion [15] 0.77 0.77

Composable Diffusion [12] 0.69 0.76

Structure Diffusion [5] 0.76 0.76

Attend & Excite [3] 0.80 0.81

Divide & Bind 0.81 0.82

Table S.2: Comparison with other Text-to-Image methods in Text-Text similarity. Divide &
Bind surpasses the other methods on both evaluation sets.

“A purple dog and a
green bench on the

street, snowy scene ”

“A green balloon and a
pink car on the street,

nighttime scene ”

“A yellow glasses
and a gray bowl ”
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Figure S.3: Qualitative ablation on the binding loss Lbind . With the binding loss, the attribute
can be more accurately assigned to the corresponding object.

S.4 Implementation & Evaluation Details

Algorithm 1 Simplified Algorithm Overview of Divide & Bind
Input: A text prompt P and a pretrained Stable Diffusion SD
Output: A noised latent zt−1 for the next denoising step

1: Determine object S and attribute R tokens by GPT with in-context
learning as in TIFA [8]

2: Extract attention maps for the object tokens As
t and attribute to-

kens Ar

3: if Ar are not None then
4: LD&B = Lattend +λLbind
5: else
6: LD&B = Lattend
7: end if
8: z′t ← zt −αt ·∇zt LD&B
9: zt−1← SD(z′t ,P, t)

10: return zt−1

Algorithm Overview. We provide the algorithm overview in Algorithm 1. Given the text
prompt P , we firstly identify the tokens of interest, e.g., object tokens and attribute tokens.
This process can either be done manually or with the aid of GPT-3 [1] can be done auto-
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Method
Color-Object Color-Obj-Scene COCO-Subject

Text-Text TIFA Text-Text TIFA Text-Text TIFA

w/o Lbind 0.815 0.876 0.729 0.919 0.796 0.800

w/- Lbind 0.814 0.877 0.727 0.918 0.799 0.805

Table S.3: Ablation study on the binding loss Lbind . Despite the approach with the bind-
ing loss achieved similar performance or minor improvement, we observed more accurate
attribute localization as visualized in Fig. S.3.

matically as shown in [8]. Taking advantage of the in-context learning [2, 6] capability of
GPT-3, by providing a few in-context examples, GPT-3 can automatically extract the desired
nouns and adjectives for new input prompts. For instance, in our experiments on the COCO-
Subject and COCO-Attribute benchmarks, we used the captions of COCO images without
fixed templates as the prompts, where the object and attribute tokens were selected automat-
ically using GPT-3. Based on the token indices, we can extract attention maps and apply our
LB&D to update the noised latent zt .

CLIP-Based Evaluation. For computing the CLIP-based similarity metrics, e.g., Text-Text
similarity, Full Prompt Similarity and Minimum Object Similarity, we employ the pretrained
CLIP VIT-B/16 model [14]. To obtain the caption of generated images for Text-Text simi-
larity evaluation, we use the BLIP [11] image captioning model finetuned on the MSCOCO
Captions dataset [4] from the LAVIS library [10].

TIFA Evaluation. Evaluation of the TIFA metric is based on a performance of the visual-
question-answering (VQA) system, e.g. mPLUG [9]. By definition, the TIFA score is es-
sentially the VQA accuracy. Given the text input T , we can generate N multiple-choice
question-answer pairs {Qi,Ci,Ai}N

i=1, where Qi is a question, Ci is a set of possible choices
and Ai is the correct answer. These question-answer pairs can be designed manually or au-
tomatically produced by the large-scale language model, e.g. GPT-3 [1]. By providing a few
in-context examples, GPT-3 can follow the instruction to generate question-answer pairs,
and generalize to new text captions [7, 8].

Computational Complexity. Measured on a V100 GPU using 50 sampling steps, Stable
Diffusion takes approximately 13 seconds to generate a single image. As we follow the
hyperparameter settings as Attend & Excite [3], both A&E and our method have a similar
average runtime of 17 seconds. The runtime slightly varies with the complexity of prompts.
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