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• Text plays a crucial role in human information acquisition and
retention. Some popular intelligent mobile applications, such as
digitalizing paper bills and scan translation, require the deployment
of deep learning-based systems on terminal devices with limited
computing resources.

• Most of the current methods aimed at improving text recognition
accuracy increase model complexity and parameter count, making
them unsuitable for operation on resource-constrained devices.

Preliminaries (DCT)

o Mobile Char Block

o Channel-Aware Search
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Figure 1. (a) An over-parameterized network with learnable blocks and channel
configurations for neural architecture search. (b) The TSVD-based knowledge distillation
is introduced to the NAS process to guide the student searching. (c) Mobile Char Block
(MCB). (d) Channel-Aware Search. (e) Layer Normalization.

Demo

Building A Mobile Text Recognizer via Truncated SVD-based 
Knowledge Distillation-Guided NAS 

Overall Architecture

Experiments

For the whole pipeline for text recognition, we firstly search for a
lightweight student model from the over-parameterized network and
subsequently train the search model with the proposed distillation
method to get an enhanced performance.The search problem can be
formulated as :

Methodology

Furthermore, during the inference stage, a reparameterization technique is employed to merge the linear
multi-branch structure into a single-branch structure, reducing inference computational cost and
parameter count.

o Layer Normalization

o TSVD-based Knowledge Distillation

We adopt a channel-masking mechanism to
enable the NAS algorithm to search with
different channel configurations.

More than half of the CTC-based models in
the feature sequence belong to the blank
cate- gory.Therefore, we propose to use
the LN layer to normalize the feature
sequence

MCB builds upon the Inverted 
Residual Block by replacing the 
single-branch Depth-wise 
convolution with a multi-branch 
Depth-wise convolution. The 
convolution kernels in multiple 
branches have decreasing widths 
from K to 1 while maintaining 
consistent height. 

• Knowledge distillation can effectively reduce 
the gap between complex models and 
lightweight models. The loss in traditional 
feature-based knowledge distillation methods 
can be defined as: 

• We proposes a TSVD method, with the core 
idea being to perform an SVD decomposition 
on the teacher's fully connected (FC) layer 
weights and truncate them to obtain the 
weights Wreg for the regressor reg 

• Based on this, we can obtain the form of the 
loss for TSVD as follows:
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