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1 Descriptions of AU

The training AU captions are synthesized in two ways: the rule-based text generator, and
the GPT-based generator with one-shot prompt. For the rule-based AU captions labeling,
the brief descriptions of each AU are listed in Table | verb form. In order to ensure the
syntactic correctness of synthesized captions, we appended s/es to the descriptions when
merging them to the captions. If no AUs were labeled, we did not synthesize rule-based
AU descriptions for the image. For GPT-based AU captions synthesizing, we first listed all
27 Action Units defined by the Facial Action Coding System (FACS), which were listed in
Table 1 noun form. Consequently, we conducted one-shot prompting to achieve GPT-based
AU captions. If no AUs were labeled, we used a predetermined GPT-synthesized description
in Sec. 1.2 to avoid inaccurate outputs from GPT-3.5.

1.1 Brief descriptions of each AU

Table 1 shows the brief AU descriptions of noun form and verb form. The descriptions
defined by FACS are of noun form. When synthesizing rule-based AU captions, the descrip-
tions of verb form designed by us are more comprehensible for readers.

1.2 Predetermined description of no AUs

Due to the diversity of GPT-3.5’s output and the high similarity of faces with no AUs labeled,
we used a predetermined description which we selected from several outputs of GPT-3.5 for
describing faces with no AUs. By conducting this strategy, we reduced the risk for GPT-
3.5 to synthesize extra inaccurate descriptions for faces with no AUs. The predetermined
description of no AUs is: The eyes may be open and looking straight ahead, with the mouth
closed or slightly open in a relaxed position. The forehead may be relatively smooth with
minimal wrinkles or creases. The eyebrows may be in a natural position, not raised or
furrowed.
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Table 1: Brief AU descriptions of noun form and verb form.

AU Noun form Verb form AU Noun form Verb form
AU1 inner brow raiser raise inner eyebrow AU17 chin raiser raise chin
AU2 outer brow raiser raise outer eyebrow AU18 lip pucker pucker lips
AU4 brow lowerer lower brow AU19 tongue show stick tongue out
AUS upper lid raiser raise upper lid AU20 lip stretch stretch lips
AU6 cheek raiser raise cheek AU21 | neck tightener tighten neck
AU7 lid tightener tighten lids AU22 lip funneler show lip funneler
AUS lips toward each other | pull lips toward each other || AU23 lip tightener tighten lips
AU9 nose wrinkler wrinkle nose AU24 lip pressor press lips
AU10 upper lip raiser raise upper lip AU25 lips part separate lips
AU11 nasolabial deepener deepen nasolabial AU26 jaw drop drop jaw
AUI2 lip corner puller pull lip corner AU27 | mouth stretch stretch mouth
AU14 dimpler tighten lip corner AU28 lip suck suck lips
AU15 lip corner depressor depress lip corner AU43 eyes closed close eyes
AUl6 lower lip depressor depress lower lip

2 Datasets

We used nearly 372k training image-text pairs in total. 72k of the training data are derived
from AU datasets BP4D [9], DISFA [6], GFT [2], RAF-AU [8] and EmotioNet [1]. Consider-
ing the high cost of using GPT-3.5 API' and the significant similarity among the consecutive
frames in video-based AU datasets, we first select one sample from every ten frames. Then,
we selected the frames which had different AU labels compared with the previous frame to
fully utilize the datasets. This selection was conducted in training sets of video-based AU
datasets (BP4D, DISFA, and GFT) and test set of GFT. 300k of the training data are derived
from AffectNet [7], RAF-DB [4] and FaceME [5]. The detail introduction for each dataset
is in the following.

BP4D simultaneously records 2D and 3D facial expression videos in the lab. This dataset
includes 41 participants (23 females and 18 males) with age ranging from 18 to 29 years.
The released videos document the facial expression changes of the participants during eight
different tasks. There are about 146,000 frames with 12 AU labels in the provided 2D videos.
In our experiment, we split these frames into the training and test parts without overlapped
subjects. In each video of training set, we selected one sample from every ten frames and
also collected the samples which had different AU labels compared to the previous frame.
Ultimately, there are 16627 frames of 28 subjects for training and 45805 frames of 13 sub-
jects for testing. When evaluating the visual presentation in Tab.3 in the main text, we used
the full training set.

DISFA collected spontaneous facial expressions of 27 participants while watching movie
clips in the lab, annotating both the five intensity levels and 12 AU labels of each frame
image. each video from the participant contains 4845 facial expression images and there
are about 130,000 images in DISFA. We split these frames into the training and test parts
without overlapped subjects. In each video of training set, we selected one sample from
every ten frames and also collected the samples which had different AU labels compared to
the previous frame. Ultimately, there are 14814 frames of 24 subjects for training and 14535
frames of 3 subjects for testing.

https://platform.openai.com/docs/guides/gpt/chat-completions-api
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GFT records facial expression variations in 32 groups of three individuals during social
gatherings, including 96 participants. It is the first dataset to capture facial expressions of
multiple individuals in natural communication and interactive scenarios. The dataset we pre-
pared comprises approximately 133,000 frames annotated with 10 AUs. In our experiment,
we split these frames into the training and test parts without overlapped subjects. In each
video, we selected one sample from every ten frames and also collected the samples which
had different AU labels compared to the previous frame. Ultimately, there are 17719 frames
of 78 subjects for training and 4034 frames of 18 subjects for testing.

EmotioNet contains over 1,000,000 facial expression data downloaded from the inter-
net. It includes manual annotations for 50,000 images, specifying 11 AUs. The manually
annotated images are divided into two parts: a validation set (publicly released) and a test set
(not publicly released). Additionally, approximately 900,000 facial expression images were
annotated using automated methods for AU and emotion labels, but these labels may contain
noise. To ensure the accuracy of the data, we used the manual annotated images (approx-
imately 21,000 images) labeled with 11 AUs for our experiment. We randomly split these
images into the training and test parts. As a result, there are 19046 images in the training
dataset and 2117 images in the test dataset.

RAF-AU contains 4,601 facial images annotated with 32 AUs in the wild. Some AU
annotations distinguish the AU of upper, lower, left, and right regions of the face, by adding
"T", "B", "L", "R" to the AU numbers, such as "17+B22+T24". In our experiment, we did
not distinguish this different regions AU and removed the region signs, suggesting that the
presence of AU in any region of the face was regarded as the presence of that AU. In addition,
we only used the AUs shown in Table 1 in this dataset. We randomly split all images into
the training and test parts. As a result, there are 3733 images in the training dataset and 868
images in the test dataset.

AffectNet is a multi-class dataset collected from internet, including 287,618 training im-
ages annotated with 8 basic emotion classes: neutrality, happiness, sadness, anger, surprise,
fear, disgust, contempt. Each AffectNet image only has one of the 8 emotion labels. In our
experiment, we used all the official training and test images. The test dataset comprises 4000
images, with each of the 8 basic classes containing 500 images.

RAF-DB is a multi-class dataset containing of a 7-class basic emotion part and a 12-class
compound emotion part. In our experiments, we used all the compound label part, where the
labels were formed by combining 2 of the 6 classes: happy, sad, anger, surprise, fear, disgust.
We randomly split all the 3954 images into the training and test parts. As a result, there are
3162 images for training and 792 images for testing.

FaceME is a multi-label facial expression dataset collected from the internet, containing
10,062 images and 85 labels. The labels not only include emotions, but also labels about
action, health, and inward thoughts. Each image is labelled by 3 annotators. To enhance
the credibility of the labels, we only used the labels that are annotated presence by at least 2
annotators. In our experiment, we used all images for training without dividing test dataset.

3 Visual representations

The first part of this section re-conducted the visual representations experiment introduced in
Sec. 4.2 by combing all the five AU training sets and further conducted this experiment with
a fine-tuning strategy. The second part discusses the comparison with SOTA AU detector
(DGCN[3]) measured by Acc.% on RAF-AU.
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Table 2: Performance on BP4D and AffectNet. (ViT-B/OPT-2.7B)

Models BP4D (F1 scorex 100) AffectNet (Acc.%)
AUl AU2 AU4 AU6 AU7 AUIO AUI2 AUI4 AUI5 AUI7 AU23 AU24 Avg Emotion
ViT-B 463 382 50.8 793 73.4 854 879 693 240 530 09 242 527 3738
ViT-Bfinetne 551 653 64.8 53.3 59.4 839 884 59 435 222 960 873 60.4 51.4
VIT-B(Emot)  47.0 375 52.9 79.0 73.0 858 886 680 243 543 77 219 533 382
QFormer(Emot) 52.1 44.7 66.7 80.8 748 852 886 504 369 592 143 285 569 54.3
ViT-B(AU) 473 39.6 59.6 789 73.3 857 886 682 233 527 21 158 529 38.8
QFormer(AU)  56.4 456 57.6 803 743 863 899 61.8 41.1 617 332 421 60.9 452
VITBMix)  47.6 39.0 514 797 732 871 894 67.1 212 531 30 201 527 38.6
QFormer(Mix) 53.0 50.1 524 81.0 748 87.1 903 68.6 498 566 250 350 603 52.1
ViT-B(Cat) 485 36.6 556 782 73.3 868 88.6 642 249 529 62 166 527 39.8
QFormer(Cat) 542 437 56.7 81.1 759 87.0 889 662 475 562 19.6 222 583 48.1
ViT-B(Exp) 463 380 57.0 788 724 860 883 654 263 538 72 188 532 39.6
QFormer(Exp) 55.7 44.8 58.3 80.5 75.1 869 89.6 674 437 564 240 41.1 603 482
Table 3: Performance on RAF-AU. (ViT-B/OPT-2.7B)
Models AU1 AU2 AU4 AU5 AU6 AU7 AU9 AU10 AU12 AU15 AU16 AU17 AU22 AU24 AU25 AU26 AU27 Avg
ViT-B 484 499 679 23.8 32.4 19.7 25.1 475 69.1 155 245 184 20 169 867 323 589 37.6

ViT-Bfine-tune 66.3 53.9 79.5 67.1 36.7 32.5 79.6 72.9 664 46.8 57.7 68.0 19.6 26.5 94.7 67.7 81.8 59.9

ViT-B(Emot)  48.1 50.5 68.9 27.2 34.8 23.0 28.0 50.2 71.1 164 27.6 198 22 18.7 874 292 653 393
QFormer(Emot) 54.2 53.9 72.8 58.3 35.7 26.7 53.4 62.8 62.4 26.1 495 499 53 11.7 925 421 76.6 49.1
ViT-B(AU) 50.3 52.6 71.0 30.8 29.6 22.2 355 52.4 70.8 16.1 298 28.1 44 192 87.6 362 67.1 414
QFormer(AU) 66.6 66.1 78.0 63.3 31.5 25.0 69.7 54.5 61.5 19.6 39.6 625 3.6 97 947 553 69.6 51.2
ViT-B(Mix) 47.9 53.3 68.5 32.0 34.4 259 293 51.6 69.7 159 27.1 274 24 183 887 33.6 654 40.7
QFormer(Mix) 67.9 68.4 79.2 62.5 39.1 18.0 77.2 659 723 33.6 54.0 459 00 87 925 539 76.6 53.9
ViT-B(Cat) 49.5 52.0 69.1 33.8 33.2 22.4 35.1 48.8 71.1 165 222 265 25 18.0 888 31.6 658 40.4
QFormer(Cat) 66.1 65.3 77.2 60.9 30.3 8.4 782 63.6 59.6 257 38.8 60.6 00 126 947 519 71.8 50.9
ViT-B(Exp) 48.7 52.7 68.6 30.2 32.9 259 32.0 52.8 70.8 16.1 235 232 4.6 192 884 354 664 40.7
QFormer(Exp) 66.2 63.6 76.1 68.2 38.2 12.2 743 60.2 72.7 223 382 549 22 9.1 955 46.1 654 509

Table 4: Performance on BP4D and AffectNet. (ViT-G/OPT-6.7B)

Models BP4D (F1 scorex 100) AffectNet (Acc.%)
AUl AU2 AU4 AU6 AU7 AUIO AUI2 AUI4 AUI5 AUI7 AU23 AU24 Avg Emotion
VIT-G 342 167 486 80.1 700 859 89.6 59.6 157 518 19.1 17.1 490 44.8
VIT-Gfinewne 445 30,6 574 79.4 692 860 888 621 392 599 417 309 57.5 50.3
VIT-G(Emot)  35.5 162 53.9 78.1 73.8 875 89.7 705 350 567 330 211 543 50.9
QFormer(Emot) 5.9 3.8 43.6 717 744 829 877 300 43 98 0.1 124 356 527
VIT-G(AU) 56.3 49.7 662 79.5 753 859 89.0 599 460 704 412 400 63.3 50.1
QFormer(AU) 582 50.6 67.2 79.3 758 866 89.8 639 50.8 651 365 424 63.9 522
VITLG(Mix) 551 412 564 769 73.6 832 845 577 437 590 343 364 585 48.2
QFormer(Mix) 54.5 43.8 562 79.9 757 848 895 683 449 572 374 338 60.5 493
ViT-G(Cat) 52.5 40.1 550 73.6 73.8 824 877 629 453 589 308 433 589 48.9
QFormer(Cat) 549 44.4 49.8 80.1 760 858 89.8 672 429 580 332 360 59.8 495
VIT-G(Exp) ~ 59.0 502 59.5 78.5 77.7 86.5 89.4 643 360 625 399 556 633 51.0
QFormer(Exp) 57.5 54.1 587 79.4 78.1 865 893 642 399 629 321 405 619 51.6
Table 5: Performance on RAF-AU. (ViT-G/OPT-6.7B)
Models AUl AU2 AU4 AU5 AU6 AU7 AU9 AU10 AU12 AUI5 AU16 AU17 AU22 AU24 AU25 AU26 AU27 Avg
VIT-G 48.9 50.0 71.0 65.4 26.1 12.1 645 53.1 607 9.8 50.0 489 104 97 90.0 284 75.1 455

ViT-Gfinetune 674 64.5 78.7 64.5 34.6 29.5 67.2 68.7 67.2 458 612 524 252 237 942 65.6 81.5 583

VIT-G(Emot) 49.8 29.9 74.7 66.5 149 9.9 593 594 587 289 518 47.6 53 140 887 410 742 45.6
QFormer(Emot) 30.4 9.6 73.1 589 8.4 165 47.1 470 499 00 340 50 00 00 869 161 734 327
VITL-G(AU)  72.4 65.4 80.7 75.9 47.8 27.3 762 60.3 632 354 53.1 554 304 159 93.6 58.1 773 58.1
QFormer(AU)  74.6 72.1 81.5 71.2 46.5 40.5 753 64.0 66.8 457 46.7 69.0 28.3 32.4 943 6L5 783 61.7
VILG(Mix)  76.1 66.7 83.6 77.3 29.8 26.7 73.4 49.1 57.6 482 368 361 28 105 949 381 74.7 51.9
QFormer(Mix) 79.9 66.4 84.4 74.4 259 243 755 562 629 36.5 374 545 00 3.5 946 324 792 52.2
VIL-G(Cat)  77.4 66.4 85.3 75.2 28.0 23.7 75.0 49.1 652 46.0 30.8 517 2.8 34 953 436 748 526
QFormer(Cat) 82.0 71.3 84.4 72.8 24.6 21.4 747 549 637 38.1 409 580 0.0 114 954 36.1 742 53.2
VITL-G(Exp)  70.6 66.9 80.1 71.9 40.9 21.4 75.8 59.5 58.2 455 57.8 58.8 22.5 9.8 934 604 747 57.0
QFormer(Exp) 71.8 70.9 81.8 70.6 32.8 25.6 75.0 63.6 58.7 265 495 565 227 7.0 935 568 732 55.1
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Table 6: Performance of fine-tuning on BP4D and AffectNet. (ViT-B/OPT-2.7B)

Models BP4D (F1 scorex 100) AffectNet (Acc.%)
AUI AU2 AU4 AU6 AU7 AUI0 AUI2 AU14 AU15 AU17 AU23 AU24 Avg Emotion
ViT-Bfine-tune 55.1 65.3 64.8 533 59.4 839 884 59 435 222 960 873 604 514
ViT-B(Emot)i™e 552 440 60.0 784 732 856 89.4 620 449 615 402 44.1 615 52.9
QFormer(Emot)inene 551 47.5 62.4 77.8 71.0 86.1 89.5 602 472 61.6 439 474 625 54.7
ViT-B(AU)fine-tune 55.6 444 625 77.8 726 855 89.3 583 455 61.6 392 478 61.7 51.9
QFormer(AU)neme 545 488 62.4 80.1 752 858 90.0 669 49.6 645 465 450 64.1 53.6
VIT-B(Mix)inetne 558 436 59.2 78.5 73.8 86.1 89.5 647 43.6 60.6 39.9 47.0 61.9 526
QFormer(Mix)fnete 569 50.9 65.1 78.6 74.1 853 90.9 60.5 49.8 62.6 448 472 63.9 543
ViT-B(Cat)fine-tune 54.1 458 61.8 78.3 729 854 89.1 620 444 604 425 462 619 52.1
QFormer(Cat)fintune 546 473 63.4 78.8 740 854 89.7 63.0 489 641 468 472 63.6 54.3
VIT-B(Exp)ineune 556 43.4 60.0 77.8 73.2 86.0 89.9 619 441 61.6 425 417 615 52.1
QFormer(Exp)™™ne 558 51.3 67.0 80.2 75.5 859 90.1 62.1 50.3 64.5 457 438 64.4 54.8
Table 7: Performance of fine-tuning on RAF-AU. (ViT-B/OPT-2.7B)
Models AUT AU2 AU4 AU5 AU6 AU7 AU9 AU10 AUT2 AU15 AU16 AU17 AU22 AU24 AU25 AU26 AU27 Avg
ViT-Biine-tne 66.353.979.5 67.1 36.732.579.6 129 66.4 46.8 517 68.0 19.6 265 947 67.7 81.8 59.9

ViT-B(Emot)™tne 685 67.3 81.6 62.5 28.227.6 76.6 69.9 66.3 49.1 51.1 649 9.6 268 954 562 78.4 57.6
QFormer(Emot)fi"-tme 75,0 71.4 83.6 74.0 46.6 31.2 81.8 71.9 74.0 60.3 657 729 19.8 23.5 958 729 86.5 65.1
ViT-B(AU)fine-tne 69.3 66.7 82.3 67.5 28.332.275.5 71.3 64.6 49.1 46.8 624 182 209 953 54.6 77.5 57.8
QFormer(AU)fine-wne 73,9 69.1 83.9 74.5 48.9 36.8 81.3 77.2 70.8 63.5 66.4 74.9 262 39.0 95.7 74.7 84.8 67.2
ViT-B(Mix)fine-tune 70.4 66.9 82.9 68.423.628.6 77.2 71.3 65.0 48.1 458 63.5 17.6 342 95.0 49.8 75.2 579
QFormer(Mix)"e®me 79,1 80.4 83.9 77.6 51.5 30.8 81.1 74.9 73.2 68.8 69.4 75.0 343 37.6 96.6 77.8 853 69.3
ViT-B(Cat)fine-tune 71.267.481.6 67.825.822.277.0 70.1 66.7 54.5 493 663 184 34.8 95.0 54.8 75.7 58.7
QFormer(Cat)fineme 752 70.2 82.5 75.1 42.3 30.4 79.6 76.4 71.2 62.5 70.5 74.0 27.4 37.8 952 73.1 843 66.4
ViT-B(Exp)fine-tune 70.4 66.9 82.8 65.9 26.8 33.9 76.9 68.5 64.3 48.1 44.6 622 202 28.0 95.0 50.0 742 57.6
QFormer(Exp)fine-vne 717 72.3 82.2 77.0 47.5 44.1 80.1 74.3 75.1 62.1 68.7 74.8 253 355 96.1 74.1 85.0 67.4

3.1 Combing AU training sets

Tables 2 and 3 report the performance of visual representations, including F1 scores on BP4D
and RAF-AU datasets, and classification accuracy on AffectNet dataset. Different from the
experiment in Sec. 4.2, these classifiers were trained on the combination of full EmotioNet,
RAFAU training sets and sampled BP4D, DISFA and GFT training sets, rather than single
datasets. The sampling strategy is introduced in Sec. 2. In addition, we selected more AUs
in RAF-AU for the experiment. ViT-B stands for the pre-trained image encoder. The values
are reported under a linear probe strategy. ViT-Bfi"*"¢ j5 ViT-B fine-tuned on the training
data for AU detection or emotion classification, using a fine-tuning strategy. Other models
with the names formatted as <ViT-B/QFormer>(AU/Emot/Mix/Cat/Exp) denote the visual
representations (e.g., the image encoder or Q-Former) from the varied models (i.e., AU-
BLIP, Emot-BLIP, Mix-BLIP, Cat-BLIP, Exp-BLIP). For these representations, linear probe
strategies were applied. The language model trained with ViT-B/QFormer is OPT2.7B. All
the models were trained for 20 epochs except for ViT-Bfi"*W"e which was trained for 50
epochs. Tables 4 and 5 report the performance of classifiers trained following the same
settings above, except for the use of image encoder ViT-G and language model OPT-6.7B.

Tables 2 and 3 show that all of the ViT-B and Q-Former models with linear probe strategy
in our approach outperform the ViT-B baseline. This suggests that incorporating language
tasks improves the visual representations and enhances performance on related downstream
tasks. It is also observed that the features of Q-Former are superior to those of the corre-
sponding image encoder, suggesting a stronger visual representation of Q-Former than the
image encoder. This observation is consistent with the main text and Tables 4 & 5.
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Table 8: Performance of visual representation on RAFAU. (Acc.%; *: original values.)

Models AUl AU2 AU4 AU5 AU6 AU7 AU9 AUI2 AUI17 AU23 AU24 AU25 Avg Avg(Fl)
FaRL[10] 69.0 71.0 76.6 706 616 688 692 750 703 667 81.1 692 70.8 55.7
DGCN*[3] 798 87.1 685 855 919 934 8l.1 798 865 984 966 659 84.5 -
ViT-G 7277 762 805 766 695 706 776 812 744 764 712 893 763 53.5

ViT-Gfine-tune 835 893 809 873 897 823 757 846 735 855 36.1 583 772 45.2
ViT-G(Emot) 734 725 823 776 710 652 813 806 766 750 689 87.0 76.0 53.0
QFormer(Emot) 70.6 748 80.8 80.1 730 73.0 815 771 735 849 726 851 772 522
ViT-G(AU) 855 841 851 878 855 724 919 835 839 768 762 90.1 83.6 599
QFormer(AU) 872 874 841 841 829 707 902 840 8.8 819 826 947 84.6 60.2
ViT-G(Mix) 776 780 848 804 781 725 850 823 740 938 742 945 813 57.4
QFormer(Mix)  82.8 80.3 85.1 828 833 758 873 833 802 940 775 945 839 59.4

ViT-G(Cat) 809 79.8 849 81.7 778 737 8.0 8.0 751 923 742 952 819 572
QFormer(Cat) 863 842 854 851 815 733 864 846 83.1 856 795 959 842 59.5
ViT-G(Exp) 824 833 844 856 768 694 862 844 808 728 721 915 808 57.5

QFormer(Exp)  85.7 87.8 853 839 79.6 718 892 848 793 770 763 933 828 59.7

Compared with ViT-B baseline with linear probe strategy, ViT-Bfin-un¢ with fine-tuning
strategy achieves better performance on both AU detection and emotion classification tasks.
To explore the advantages of fine-tuning strategy, we fine-tuned each model in Tables 2 and
3 and the results are shown in Tables 6 and 7. The settings of the models in Tables 6 and 7
are the same as those in Tables 2 and 3 except for the fine-tuning strategy.

It is observed that most of the ViT-B and Q-Former models with fine-tuning strategy in
our approach perform better than the ViT-Bfi"e-""¢ haseline, further indicating the superiority
of our approach in visual representation. Comparing the linear probe results in Tab. 2 and
3 with the corresponding fine-tuning results in Tab. 6 and 7, all the fine-tuning results show
an improvement over the linear probe results, indicating that fine-tuning is a more effective
strategy for extracting excellent features when the diversity of training data is large.

3.2 Comparison with DGCN measured by Accuracy

Table 8 reports the classification accuracy on RAF-AU dataset, including the comparison
with the SOTA AU detector (DGCNI3]). Itis observed that the performance of QFormer(AU)
is compatible with that of DGCN. However, classification accuracy is not a prevalent metric
for AU detection evaluation, because of the unbalanced presence of each AU. Consequently,
we add the Average F1 score of each method to Table 8. The observation of performance
evaluated by F1 score is consistent with those in the main text.

4 Examples

Due to the length constraints of the main text, we are unable to provide examples of Mix-
BLIP, Cat-BLIP and Exp-BLIP in the main text. In order to intuitively present the difference
of the outputs of Mix-BLIP, Cat-BLIP and Exp-BLIP, We show several examples of the three
models’ outputs in Figure 1. It can be observed that Mix-BLIP describes only one respect of
AU and emotion randomly. Cat-BLIP describes both AU and emotion while no connection
between them. Exp-BLIP describes not only both facial actions and emotions, but also the
inferential relation between them.

Although our models demonstrate promising potential in describing facial expressions,
they occasionally produce inaccurate results. Figure 2 illustrates three kinds of bad cases
of our models and the bad sentences are underlined. The first case is caused by large area
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Ground Truth: Surprise.

Mix-BLIP: The face shows surprise

Cat-BLIP: It is a people who raises inner eyebrow, raises outer eyebrow, raises upper lid, separates lips and drops jaw. The
face shows surprise.

Exp-BLIP: The corners of the mouth being pulled upwards, the cheeks lifted, and the lower lip pulled slightly downwards,
as well as the upper eyelids being slightly raised or tensed, indicate that this face is expressing surprise.

Ground Truth: Happiness.

Mix-BLIP: The face shows happiness.

Cat-BLIP: The corners of the mouth are pulled down, and the cheeks may be raised. Additionally, the lips may appear puffy
and swollen, and the upper and lower eyelids may appear darker and drawn inward. The face shows happiness.

Exp-BLIP: The corners of the lips are pulled upward and the lower lip is slightly parted or pulled back, while the eyes are
slightly narrowed or squinted, and the cheeks are raised, indicating a smiling expression. These facial features
indicate happiness.

Ground Truth: Anger and disgust

Mix-BLIP: It is a people who lowers brow, wrinkles nose, raises upper lip, separates lips and drops jaw.

Cat-BLIP: It is a people who lowers brow, raises upper lip, separates lips and wrinkles nose. The face shows anger.

Exp-BLIP: The corners of the lips pulled upwards, wrinkles near the eyes, raised eyebrows, slightly widened or protruding
eyes, and slight upwards or outward pushing of the lips indicate a combination of anger and disgust.
Additionally, the raised upper lip or chin, slightly protruding lower lip, and flared nostrils all further intensify the
emotion of anger that is evident in this face.

Ground Truth: Happiness and surprise

Mix-BLIP: The face shows happiness.

Cat-BLIP: It is a people who lowers brow, raises upper lip, separates lips and wrinkles nose. The face shows anger.

Exp-BLIP: The raised inner eyebrows, raised outer eyebrows, and raised cheeks indicate amazement, while the lips
stretched or pulled apart suggest happiness. Additionally, the wrinkles around the forehead and under the eyes
and the wrinkles on the forehead between the eyebrows indicate surprise. As a whole, the facial actions in this
face suggest both happiness and surprise.

Test images annotated with AU

i
'
Ground Truth: AU1 (Inner brow raiser), AU2 (Outer brow raiser), AU4(brow lowerer) |
Mix-BLIP: The face shows sadness 1
Cat-BLIP: It is a people who lowers brow. The face shows sadness. E
Exp-BLIP: The slightly raised and furrowed eyebrows, along with the creased skin around the eyes, indicate a state of H
alertness or concentration. These actions also suggest that the individual is feeling anxious or frustrated. |

Additionally, the slight squint or furrow of the forehead and wrinkles on the skin around the eyes, as well as '

the raised eyebrows, further infer a feeling of sadness. !
I

I

'

'

'

'

'

'

'

'

'

'

'

I

Ground Truth: AU12 (Lip corner puller), AU25 (Lips part), AU26 (Jaw drop)

Mix-BLIP: It is a people who pulls lip corner, separates lips and drops jaw.

Cat-BLIP: The corners of the lips are pulled back, the upper lip is raised, and the lower lip is pulled down. The people is
smiling. The actions on the face shows happiness.

Exp-BLIP:  The corners of the lips pulled upwards and outward, the lower eyelids lifted, and the cheeks slightly elevated
indicate happiness, while the tightened lower eyelid and horizontally stretched lips suggest a genuine sense of joy.|

Figure 1: Examples of the generated captions by different models with ViT-G/OPT-6.7B

Occlusion Ground Truth: Surprise.

Emot-BLIP:  The actions on the face show silence, concentration and silence.

AU-BLIP: The eyes may be open and looking straight ahead, with the mouth closed or slightly open in a relaxed position
The forehead may be relatively smooth with minimal wrinkles.

Exp-BLIP: The relaxed position of the slightly open or closed eyes and mouth, along with the relatively smooth forehead
and natural position of the eyebrows, suggest a facial expression of neutral.

Wrong inference
Ground Truth: Contempt

Emot-BLIP:  The face shows happiness.
Exp-BLIP: The corners of the lips being pulled upwards and outwards, creating a widening of the mouth, with lips
appearing to be tighter or pulled back, and lips appearing to be redder or fuller than normal, with slight skin

wrinkling or puckering around the corners of the mouth, along with a lifted or pulled back lower lip, indicate
that the person is feeling happy.

L
Duplicate outputs

Ground Truth: Neutral.

AU-BLIP The eyes may be open and looking straight ahead, with the mouth closed or slightly open in a relaxed position.
The forehead may be relatively smooth with minimal wrinkles or wrinkles. The forehead may be relatively smooth
with minimal wrinkles or wrinkles. The forehead may be relatively smooth with minimal wrinkles or wrinkles

\ —8

Figure 2: Bad cases of the generated captions for emotion-annotated images by different
models with ViT-G/OPT-6.7B
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of facial occlusion. This occlusion restricts the ability of image encoder to extract detail
facial information, resulting a wrong description for facial expressions. The second case
is the wrong inference. Our Emot-BLIP and Exp-BLIP infer different emotions from the
ground truth, which may be due to the limited capabilities of QFormer and the language
model (OPT). Although labeled as contempt, this picture also slightly shows happiness as
we predict. The third case is generating duplicate outputs. The outputs of our models inherit
the drawbacks of language model. OPT model sometimes tends to generate repeated and
syntax error sentences, which will appear in the outputs of our models.

5 Hyperparameters

Table 9 and Table 10 show the Hyperparameters of image encoders and LLMs used in the
main text, seperately. ViT-Base was trained on AffectNet dataset for 200 epochs under the
training framework of MAE and a cosine learning rate decay with a peak learning rate of
le-4 was adopted. The architecture of Q-Former in Figure 3 in the main text is BERT-Base,
with cross-attention layer inserted in each block. FFN means Feed Forward Network in the
transformer block. The Hyperparameters of BERT-Base is listed in Table 11. Table 11 shows
the Hyperparameters of stage2 of fine-tuning BLIP-2 introduced in Sec. 3.2 of the main text.

Table 9: Details of image encoder model (Vision Transformer) variants.

Model Layers HiddensizeD MLPsize Heads Params
ViT-Base(ViT-B) 12 768 3072 12 86M
ViT-Giant(ViT-G) 39 1408 6144 16 1843M

Table 10: Hyperparameters for Large Language Model OPT2.7/OPT6.7 architecture.

LLM OPT73  OPTs7p
FFN dim 10240 16384
Hidden size 2560 4096
‘Word embedding project dim 2560 4096
Attention heads 32

Layers 32
Dropout 0.1

Max position embeddings 2048

Table 11: Hyperparameters for BERT-Base architecture.

Model BERTgase
Hidden size 768
Intermediate size 3072
Attention heads 12
Layers 12
max position embeddings 512

Table 12: Hyperparameters for fine-tuning BLIP-2 with ViT-B/ViT-G on image captioning.

LLM OPTy73  OPTs7p
Fine-tuning epochs 20
Warmup steps 1000
Learning rate le-5
Batch size 32
AdamW S (0.9,0.999)
Weight decay 0.05
Drop path 0
Image resolution 224
Prompt "
Inference beam size 5
Layer-wise learning rate decay for ViT 1 0.95
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