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Experiment ResultsThe Dataset Construction Procedure

Our Contribution

Ø For one image-caption sample, we can revise its caption and use the resulting edited caption as a query 
Ø Retrieve the target image with similar caption, where we adopt Sentence Transformer.
Ø We obtain different training datasets depending on the different approaches for revising captions. 

Ø Encoders to extract features from visual and textual inputs respectively;
Ø A Transformer module to capture the interaction between two modalities;
Ø An adaptive aggregation module that combats modal redundancy and fuses the features together.

Ø Datasets: we initiate a scalable pipeline to automatically construct datasets for 
training CIR model, by simply exploiting a large-scale dataset of image-text pairs.

Ø Architecture: we introduce TransAgg, which employs a simple yet efficient fusion 
mechanism, to adaptively combine information from diverse modalities;

Ø Results: our proposed approach either performs on par with or significantly 
outperforms the existing state-of-the-art (SOTA) models. 

TransAgg (Architecture)

Ø On CIRR dataset, our proposed model achieves state-of-the-art results in all metrics 
except for Recall@50;

Ø On  FashionIQ dataset, our proposed TransAgg model trained on the automatically 
constructed dataset also falls among the top2 best models.

Explainability Heatmaps

Problem Scenario
Ø Composed image retrieval (CIR) aims to train a model that can fuse multi-modal 

information to accurately retrieve images that match the query. 
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