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Overview. The supplementary material is organized as follows: Section 1 revisits the related works; Section 2 provides more details of the SOP dataset and the experimental implementation; Section 3 introduces comparison methods and the evaluation metrics; Section 4 presents additional yet important experimental results that omitted in the main paper due to space constraints.

1 Related works

1.1 Fashion Compatibility

Fashion compatibility can be learned via pairwise compatibility or outfit compatibility learning in an end-to-end manner \([16, 23, 25]\). To consider the relationship between pairwise compatibility and overall compatibility, McAuley et al. proposed a single latent space to model the compatibility of different items in the same outfit \([11]\). The conditional similarity networks \([20, 21]\) modeled multiple latent spaces to capture the notions of pairwise similarity for outfit compatibility learning \([20]\). The bidirectional LSTM was used in \([3, 15]\) to treat the outfit as an item sequence and learn the item relationship for outfit compatibility learning. However, these methods are sensitive to item orders, which is not practical for online outfit compatibility evaluation.

Instead of just learning item-item compatibility from the aesthetics aspect, GP-BPR combined item-item and user-item interactions via general compatibility modeling and personal preference modeling for personalized clothing matching \([18]\). Collaborative metric learning learns a joint metric space to encode the relationships of both user-user and item-item similarity \([8]\). Unlike all previous works only focusing on fashion items, we aim to dig into the relations between personality and fashion styles.
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<table>
<thead>
<tr>
<th>Aspect</th>
<th>Attribute</th>
<th>occurrence</th>
<th>Aspect</th>
<th>Attribute</th>
<th>occurrence</th>
</tr>
</thead>
<tbody>
<tr>
<td>body figure</td>
<td>triangle</td>
<td>10,710</td>
<td>skin colour</td>
<td>yellow</td>
<td>1,886</td>
</tr>
<tr>
<td></td>
<td>spoon</td>
<td>9,058</td>
<td></td>
<td>dark</td>
<td>1,940</td>
</tr>
<tr>
<td></td>
<td>bottom</td>
<td>8,913</td>
<td></td>
<td>brown</td>
<td>2,273</td>
</tr>
<tr>
<td></td>
<td>hourglass</td>
<td>4,620</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>inverted</td>
<td>10,116</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>round</td>
<td>9,872</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>diamond</td>
<td>...</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Physical label distribution on O4U dataset.

1.2 Fashion Personality

Fashion style analysis benefits fashion decision-making for both fashion professionals and fashion lovers. Although there are methods for fashion analysis [6] [1], the correlation between fashion style and human personality has not yet been fully explored in machine learning. Automatic personality prediction on multimodal data has attracted lots of attention in affective computing [13]. Yash et al. proposed a personality assessment method to predict user personality to release the limitation that most traditional personality learning methods heavily rely on hand-crafted and theory-based text features [12]. Theres et al. proposed a personality-based recommender systems for human-computer interaction by taking the information of personality traits to increase personal relevance and trust and acceptance [22]. Raffaele et al. explored the relationship between the personality traits and luxury brand attachment by taking a survey of around 1,500 international luxury customers [2], and the result highlighted the positive relationship of personality learning and brand attachment.

Unlike above, we integrate automatic user personality prediction with outfit style mapping to an end-to-end deep neural model to learn the fashion personality. The outfit compatibility regarding individual physical attributes is also considered during the recommendation process. With the help of fashion personality and physical compatibility, personalized recommendation can be more effective from both psychological and physical sides.

2 More details of Dataset and Implementation

2.1 More details of the SOP dataset

The outfits of the personality-outfit mapping pairs on SOP dataset are from the O4U dataset [7] which has total 15,748 compatible outfits with rich physical label information (briefly shown in Table 1).

2.1.1 Twitter data collection

The SOP dataset contains user personality annotations and the outfit information on physical attributes and fashion attributes. The data are collected from twitter¹ platform by

(1) Data collection. We collect relevant tweets that contains keywords or hashtag of “personality” within past six months (i.e. from 01 Jan. 2022 to 01 Jun. 2022).

(2) Data filtering. For the collected tweets, we iterate each ID to search online tweets. The users who have posted at least 3 relevant tweets are considered as qualified users and their top 100 tweets are downloaded and stored in an independent json file.

¹https://twitter.com
(3) Data formatting. After filtering the data, we have total 969 qualified users, and each user is represented with a user index (i.e. from 1 to 969) for user privacy protection. The tweets of each user will be fed to a psycholinguistic learning model for personality prediction.

2.1.2 User personality prediction

The Bert-based model is used to tokenize the word features with a dimensionality of 768 for all the tweets. Then the personality prediction model [12] pre-trained on Kaggle personality dataset is used to predict the MBTI personality of each user. MBTI is a self-report inventory that describes a person’s personality from 16 types of binary combinations on four dimensions: introversion versus extraversion, sensing versus intuiting, thinking versus feeling, and judging versus perceiving [14][12]. Introduction about different MBTI personality types can be found from the official website [3].

2.1.3 Fashion style prediction.

We predict fashion styles for the outfits and explore personality-style mapping for personalized recommendations. The model [9] predicts the style for each item in the outfit, and the overall outfit style is set as the item’s style with the most significant score. There is a total of 230 styles on DeepFashion [9]. We summarize similar styles, remove the styles that are irrelevant to personality, and finally conclude the styles into 23 groups. The prediction distribution of the outfits towards different fashion styles is shown in Figure 1.

2.2 Implementation Details

The P-Net and the comparison methods use the same backbone, i.e., Resnet18 that pre-trained on ImageNet dataset, with an image size of $3 \times 224 \times 224$ and output dimension of $d = 512$. The Transformer comprises 4 attention heads with 3 layers. The optimizer of the proposed method is SGD with weight decay of $4 \times 10^{-4}$ and learning rate $lr = 0.002$. The batch size is 32, and the maximum training epoch is 50 for all methods, and the training will be stopped when the validation accuracy stops increasing. The parameters $\gamma$ and $\lambda$ of the

---

2 https://www.kaggle.com/datasets/datasnaek/mbti-type

3 https://www.16personalities.com/personality-types
proposed method are set as 0.01 while the parameters of the comparison methods are set as default as indicated by the original papers. The comparison methods are trained end-to-end for solving the metric learning and multi-label classification problems. We test each checkpoint and report the best results on the testing set. The proposed method is implemented with PyTorch [17], and the code will be released for reproducible research.

3 Comparison Methods and Evaluation Metrics

3.1 Comparison Methods

Several baselines and state-of-the-art methods are used in the experiment for a fair comparison with the proposed method. The classification baseline is Resnet18, while the baseline of metric learning is Conditional Similarity Networks (CSN) [21], which learns different pairwise similarities in distinct subspaces (conditions) for specific similarity comparison. The type-aware method considers the specific type-aware similarity of fashion items in an outfit to capture the stylistic relationship for outfit compatibility learning [20]. SCE-Net captures similarity among different data pairs without requiring explicit condition labels to release the limitation of the generalization capability of the CSN-based methods [21]. Multi-layered Comparison Network (MCN) takes image representations at different layers of the Resnet to learn pairwise compatibility and interpret the prediction with potential aspects from multiple layers. The outfit compatibility score is computed based on pairwise compatibility, and the most problematic items that affect the compatibility can be tracked via backpropagation gradients [23]. Transformer-based Dual Relation Graph network (TDRG) constructs a structural relation graph with a cross-scale transformer-based architecture and a semantic relation graph with explicit semantic-aware constraints and combines the two graphs for effective multi-label classification [24]. Learnable Personalized Anchor Embedding (LPAE) utilizes a stacked self-attention mechanism to weight the importance of different fashion items and learn compact item representations in the outfit space. A set of anchors characterize the user embeddings, and the compatibility among different users and outfits is computed with matrix-vector multiplication in the user space [10].

3.2 Tasks and Evaluation Metrics

This paper focuses on personalized recommendation via personality-style learning and physical compatibility evaluation, which can be considered as metric learning and multi-label classification problems. Metric learning is expected to learn a practical function that can map the high-dimensional features to a low-dimensional space with similar samples lying closer than the dissimilar ones. The performance of metric learning can be evaluated with Accuracy (ACC) based on the positive-negative pair comparison and the Normalized Discounted Cumulative Gain (NDCG) [5]. The NDCG definition can be found in [5] and the NDCG in this paper is the mean NDCG over all users. The widely-used evaluation metrics for the multi-label classification problem is mean average precision (mAP), average per-class precision (CP), recall (CR), F1 (CF1), and the average overall precision (OP), recall (OR), F1 (OF1) [8].
4 More Experimental Results of P-Net

4.1 How is P-Net for individual fashion personality learning?

Figure 2 shows the recommended outfits for different users from the testing and the train sets. The similarity score between the recommended testing and training outfits that are computed with the feature embeddings and raw images is also presented. Figure 2 indicates that the recommendations from the testing and train sets usually have similar colour combinations, patterns and styles, which shows that the trained model can learn the potential preference of different users and discover similar outfits from the unseen testing set. Additionally, users 1 and 2 with different personalities would have different preference as user 1 prefers simple and solid colours while user 2 likes outfits with cute prints or multiple colours. This indicates that P-Net can distinguish the fashion personality of users with different personalities.

4.2 How is P-Net for fashion style learning respecting different MBTI types?

We explore the relationships between different personality types and fashion styles by comparing the text description of the personality types and the visual characteristics of the recommended outfits. Figure 3 shows 5 recommended outfits from the testing and train sets as
the top and bottom row on the left column have an embedding similarity of 0. These results indicate that the common similarity of different users from the same personalities is captured by the proposed P-Net.

(2) Compared with the recommendations in Figure 2, the recommendations for a specific personality type instead of an individual present visual variety in a wider range, which is reasonable as the recommended choice is made on the average preference of all users.

(3) The tables in Figure 3 show that the similarity of feature embeddings from testing and train sets tends to be higher than that of the raw images. For example, the first outfits from testing and train sets are consistent, which indicates that the common similarity of different users from the same personalities is captured by the proposed P-Net.

4.3 Can P-Net discover the potential between personalities and styles?

Figure 4 shows the similarity scores of the personalities and the fashion styles from two evaluation metrics: pairwise distance (the top colorbar) and Cosine similarity (the bottom colorbar), while Figure 5 shows the Cosine similarity of the pairwise personalities. Figure 4 further verifies that INFP presents strong preference on the styles of natural and art, which is consistent with the personality analysis in Figure 3. Both INFP and INTP would pick clothes that are casual, natural and comfortable without considering details that make them quirky while other personalities like ENFP and ENFJ would pay more attention to this style to reflect their attitudes. Figure 5 indicates that the personalities of INTP, INTJ, INFP and INFJ have close relations. Specifically, INFP and INTP are the closest, which provides us inspiration to learn fashion personality from the users who belong to a close personality.
Figure 4: The visualization of the similarity of the MBTI personalities and fashion styles. The first and second colorbars are corresponding to pairwise distance and Cosine similarity, respectively.

Table 2: Comparison of different methods based on Resnet50 backbone.

<table>
<thead>
<tr>
<th>Method</th>
<th>Testing100</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ACC</td>
<td>NDCG</td>
</tr>
<tr>
<td>Resnet50</td>
<td>0.4985</td>
<td>0.5522</td>
</tr>
<tr>
<td>CSN</td>
<td>0.6345</td>
<td>0.5372</td>
</tr>
<tr>
<td>T-Aware</td>
<td>0.6601</td>
<td>0.533</td>
</tr>
<tr>
<td>SCE-Net</td>
<td>0.4871</td>
<td>0.5592</td>
</tr>
<tr>
<td>MCN</td>
<td>0.4907</td>
<td>0.5739</td>
</tr>
<tr>
<td>TDRG</td>
<td>0.4582</td>
<td>0.5440</td>
</tr>
<tr>
<td>LAPE</td>
<td>0.6695</td>
<td>0.752</td>
</tr>
<tr>
<td>Ours</td>
<td>0.7404</td>
<td>0.7915</td>
</tr>
</tbody>
</table>

Improved prediction results for physical compatibility learning based on ResNet50, even though the ACC and NDCG results are not as high as expected. This suggests that employing a larger network, such as ResNet50, can indeed enhance performance for multi-label physical compatibility problems. This observation aligns with the general principle that deeper and more complex networks excel at capturing intricate patterns. However, it’s worth noting that they may become prone to overfitting if not properly utilized, particularly in binary classification tasks.
Figure 5: The visualization of the similarity among different MBTI personalities.

<table>
<thead>
<tr>
<th>Method</th>
<th>mAP</th>
<th>CP</th>
<th>CR</th>
<th>CF1</th>
<th>OP</th>
<th>OF1</th>
<th>mAP</th>
<th>CP</th>
<th>CR</th>
<th>CF1</th>
<th>OP</th>
<th>OR</th>
<th>OF1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resnet50</td>
<td>39.31</td>
<td>37.52</td>
<td>32.40</td>
<td>34.77</td>
<td>46.71</td>
<td>49.72</td>
<td>38.91</td>
<td>37.49</td>
<td>32.26</td>
<td>34.68</td>
<td>52.82</td>
<td>46.71</td>
<td>49.61</td>
</tr>
<tr>
<td>CSN</td>
<td>33.70</td>
<td>31.06</td>
<td>29.12</td>
<td>30.05</td>
<td>53.40</td>
<td>50.27</td>
<td>34.02</td>
<td>31.75</td>
<td>29.41</td>
<td>30.54</td>
<td>54.19</td>
<td>48.31</td>
<td>51.08</td>
</tr>
<tr>
<td>T-Aware</td>
<td>36.47</td>
<td>35.15</td>
<td>28.77</td>
<td>31.64</td>
<td>58.36</td>
<td>48.88</td>
<td>36.52</td>
<td>35.20</td>
<td>28.73</td>
<td>31.63</td>
<td>58.88</td>
<td>49.33</td>
<td>53.68</td>
</tr>
<tr>
<td>SCE-Net</td>
<td>37.20</td>
<td>37.17</td>
<td>32.14</td>
<td>34.47</td>
<td>56.86</td>
<td>50.23</td>
<td>36.92</td>
<td>36.83</td>
<td>32.01</td>
<td>34.25</td>
<td>57.01</td>
<td>50.57</td>
<td>53.60</td>
</tr>
<tr>
<td>MCN</td>
<td>37.27</td>
<td>31.44</td>
<td>29.78</td>
<td>30.58</td>
<td>59.42</td>
<td>50.34</td>
<td>37.28</td>
<td>32.00</td>
<td>29.83</td>
<td>30.88</td>
<td>59.70</td>
<td>50.67</td>
<td>54.82</td>
</tr>
<tr>
<td>LAPE</td>
<td>41.07</td>
<td>41.19</td>
<td>29.94</td>
<td>34.67</td>
<td>61.80</td>
<td>46.92</td>
<td>40.90</td>
<td>41.87</td>
<td>29.85</td>
<td>34.85</td>
<td>61.90</td>
<td>47.17</td>
<td>53.54</td>
</tr>
<tr>
<td>Ours</td>
<td><strong>44.09</strong></td>
<td><strong>37.89</strong></td>
<td><strong>33.06</strong></td>
<td><strong>35.31</strong></td>
<td><strong>65.94</strong></td>
<td><strong>52.61</strong></td>
<td><strong>43.80</strong></td>
<td><strong>38.21</strong></td>
<td><strong>32.97</strong></td>
<td><strong>35.40</strong></td>
<td><strong>65.72</strong></td>
<td><strong>52.84</strong></td>
<td><strong>58.58</strong></td>
</tr>
</tbody>
</table>

Table 3: Comparison of different methods based on Resnet50 backbone on physical compatibility prediction task.
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