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1 Data Augmentation
We follow the augmentation strategy as outlined in VICReg [1] which remains a standard
augmentation strategy in almost every SSL scenario. The following augmentations were
applied sequentially:

• Random cropping with an area uniformly sampled with size ratio between 0.2 to 1.0,
followed by resizing to size: (224× 224) (ImageNet-100), (96× 96) (STL-10) and
(32×32) (CIFAR-10/100).

• Random horizontal flip with p = 0.51.

• Color jittering of brightness, contrast, saturation and hue, with p = 0.8, with ColorJit-
ter params as (0.4, 0.4, 0.2, 0.1).

• Grayscale with p = 0.2.

• Solarization with p = 0.1.
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1 p denotes probability.
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Figure 1: Learned channel distribution for CIFAR-100 with varying td .

Figure 2: Learned channel distribution for ImageNet-100 with varying td

2 Learned Policy: Qualitative assessment
Figure 1 and 2 depicts the learned channel distribution through our gating module. In or-
der to make fair comparison with Knowledge distillation method specifically SEED [2] and
SimReg [3], student networks were sampled from R18’s subspace following policy learned
by our gated network Figure 1 & 2. We combine “data dependent” + “always on” channels
to get the architecture of student for uniform comparison.
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