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Abstract

Polyp segmentation is an essential task in medical image analysis for early detec-

tion of colorectal cancer. Deep learning models, particularly encoder-decoder archi-

tectures, have been successful in polyp segmentation. However, these models of-

ten struggle to capture long-range dependencies and exhibit limited performance on

small polyps. In this paper, we propose LACFormer, a novel hierarchical Transformer-

CNN model incorporating the Laplacian pyramid for polyp segmentation. The pro-

posed model combines the strengths of Transformers and CNNs along with Laplacian

images to overcome the limitations of previous models. Specifically, the hierarchi-

cal Transformer backbone captures long-range dependencies and hierarchically pro-

cesses the features to generate multi-scale representations. These representations

are then fused with a novel CNN decoder, which enhances feature representations and

refines the segmentation masks. Besides, many novel modules for effective polyp

segmentation are also proposed. We evaluated our model on five popular bench-

mark datasets for polyp segmentation, including Kvasir, CVC-Clinic DB, CVC-ColonDB,

CVC-T, and ETIS-Larib. Experimental results show that LACFormer outperforms state-

of-the-art models, achieving a Dice similarity coefficient (DSC) of 0.927 and a mean

intersection-over-union (mIoU) of 0.878 on CVC-ClinicDB, a DSC of 0.831 and mIoU of

0.753 on CVC-ColonDB and a DSC of 0.824 and mIoU of 0.753 on ETIS-Larib.

Figure 1. Qualitative results of the LACFormer

Contributions

⇒ We propose a Laplacian Atrous Cascaded Transformer(LACFormer)

model for polyp segmentation task that is capable of effectively cap-

turing polyps of various sizes.

⇒ We design a novel decoder head suitable for hierarchical encoder

transformer architecture with newly developed modules: Atrous Se-

quential Aggregation Module (ASAM), and Scale Guidance.

⇒ Our proposed LACFormer improves the SOTA performance on CVC-

ClinicDB, CVC-ColonDB, and ETIS-LaribLarib by 1%, 2% and 2.9% re-

spectively.
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Figure 2. The architecture of proposed LACFormer. ”Conv” denotes pre-activation based convolution
block: BatchNorm + ReLU + Convolution. ”Upscale + conv” is pre-activation based upsampling
convolution block: BatchNorm + ReLU + Upsampling + Convolution. ”Upscale + sigmoid” is
normally an upscale operation then sigmoid.
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(b) Atrous Sequential Aggregation Module

Figure 3. Sub-module of LACFormer model

Dataset

We conduct experiments on five polyp segmentation datasets: Kvasir

, CVC-ClinicDB, CVC-ColonDB, CVC-T and ETIS-Larib Polyp DB. We ran-

domly extract 1450 images both from Kvasir and CVC-ClinicDB to con-

struct a training dataset. Then we perform evaluation on the rest of

Kvasir and CVC-ClinicDB. We also evaluate on CVC-ColonDB, CVC-T, and

ETIS-Larib which relatively contain 380 images, 60 images and 196 im-

ages
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Figure 4. Datasets for experimenting.

Table 1. Statistics of five polyp segmentation datasets.

Experimental Results

We compare our results with existing approaches on 5 benchmark

datasets. Table 2 shows the results of SOTA methods.

Table 2. Comparison with other approaches on 5 benchmark datasets

Conclusion

In this work, we propose a novel deep neural network architecture

called LACFormer for colon polyp segmentation. The proposed ap-

proach holds great potential in applications of laplacian image for medi-

cal image analysis. Together with Laplacian Pyramid, Atrous Sequential

Aggregation Module and polarize self-attention also play an important

role in searching and refining potential polyp regions. The experimental

results on the five public datasets demonstrate the significant perfor-

mance of our model compared to state-of-the-art methods.
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