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1 More Discussion about Our Score-PA
Selection of the weight function λ (t) We discuss our training algorithm in the main text.
λ (t) is important for our training objective function. According to Song et al. [1], we need
to choose a suitable λ (t) to make our prior distribution p(QP(T )) independent from the data
distribution and easily sampled (We set T = 1). In our algorithm, the weight function is
selected as λ (t) = 1

2logσ
(σ2t −1), which follows Song et al.’s setting [1]. We already have

our SDE dQP = σ tdw, where t ∈ [0,1], and in this situation,

p0t(QP(t) | QP(0),P) =N
(

QP(t);QP(0),
1

2logσ
(σ2t −1)I

)
(1)

We have our weight function λ (t) = 1
2logσ

(σ2t −1), and then the prior distribution pt=1 is,∫
p0(y)N

(
QP;y,

1
2logσ

(σ2 −1)I
)

dy ≈N
(

QP;0,
1

2logσ
(σ2 −1)I

)
, (2)

where σ should be large enough. The Equation 2 means that the prior distribution can be
easily sampled from a normal distribution.
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Figure 1: More qualitative comparisons between our algorithm and other baselines.

2 More Qualitative Comparisons

We present more qualitative comparisons between our algorithm and other baselines in Fig-
ure 1. Similar to the comparisons in the main text, we present two assembly results per input
parts P for each algorithm. The comparisons show that only our algorithm is able to generate
diverse results with high quality.

3 Details about Our Experiments

Training details As discussed in Section 3 of our paper, our algorithm has two important
hyper-parameters T and σ in the training procedure. In our experiments on the three datasets,
we set T = 1.0, and σ = 25.0. We train our models with 2000 Epochs on Chair and Table
datasets, and 4000 Epochs on Lamp dataset. The learning rate for all datasets are set as 10−4,
and the Optimizer is Adam. The training batch size for all the datasets is 16.

Other details We conducted both training and testing experiments using a single RTX
3090 GPU. To ensure reproducibility, we set a fixed random seed. In our ablation study,
we define the sampling steps for FPC and FPC w/o decay as steps = N +CF . For the PC
sampler, the number of sampling steps is simply N, as it does not involve a decay stage.
In all testing experiments, including the ablation study, we set the sampling batch size for
Score-PA to 4.

4 Limitation and Future Work

Currently, we achieve diverse part assembly in an ideal simulation environment. In the
future, we plan to take the physical factors (e.g., physical collision) into our consideration,
and achieve autonomous part assembly in a real physical environment.
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