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Introduction Methodology

Experimental Results

• Goal
• Boost racial fairness
• Enhance kinship verification accuracy
• Improve these two performance simultaneously

• Racial fairness
• Fair contrastive loss function
• Adversarial learning

• Kinship verification
• Attention module
• Multi-task learning

Table 1. The race distribution of our KinRace dataset. We combine 6 kinship
datasets into one large kinship dataset. Moreover, we label the race of each
identity to ensure racial fairness is taken into consideration.aaaaaaaaaaaaa

Figure 1: The schematic diagram for improving the fairness in kinship
verification. Our method can effectively adjust the intra-class compactness and
inter-class discrepancy in the feature space. We mitigate racial bias by
balancing four races’ intra-class and inter-class angle and making them as
consistent as possible.aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa 

Dataset Construction

Model Structure

Loss Function

Figure 2: Overview of the proposed KFC model structure. 

Figure 3: Overview of the proposed attention module.
① : average pooling. ② : 1x1 Conv with ReLU. ③ : 2 layers of 1x1 Conv with ReLU

Supervised contrastive loss

Wang et al. proposed a bias term to indicate the model focuses more on identity i or j. fi , fj
means the feature vector of i, j; fm means the average feature vector between fi and fj. They
assume b is positive if model focuses more on i while b is negative if model focuses on j.

Bias term

Proposed fair contrastive loss

We combine bias term with contrastive loss, which creates an innovative fair contrastive
loss. After subtracting the bias term in loss function, the greater gradients help each pair
balances its unfairness situation, which can make the compactness degree of every race as
consistent as possible. Furthermore, the temperature τ in the original contrastive loss can
further tackle with the hard samples. Combining temperature τ with the debias term, we
take into account both accuracy and fairness.aaaaaaaaaaaaaaaaaaaaaaaaaaaaa

Ablation Study

Table 2. Ablation study on accuracy.

Table 3. Ablation study on standard deviation. acc best refers to the
epoch with the highest accuracy on validation dataset, and std best
refers to the epoch with the lowest standard deviation on validation
dataset .aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

Comparisons with SOTA Methods 

Table 4: Comparisons with SOTA methods on KinRace dataset

Table 5: Comparisons with SOTA methods on UB KinFace dataset

Table 6: Comparisons with SOTA methods on FIW dataset

Compactness Degree

Figure 5: t-SNE visualizations. We randomly
pick 400 pairs per race from KinRace dataset.
AA for African, A for Asian, C for Caucasian,
and I for Indian.aaaaaaaaaaaaaaaaaaaaaaaaa

Table 7: Intra-class and inter-class angle
comparison. We randomly select 20
families per race from KinRace dataset.
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