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Section 1 describes additional implementation details about the CounTX training algorithm.
Section 2 presents and analyzes CounTX’s performance on additional datasets. Section 3
compares the quality of different frozen image encoder backbones for the counting task. Fur-
ther information about FSC-147-D is provided in section 4. The Python code in model.py
is explained in section 5. Section 6 illustrates additional density maps generated by CounTX
to supplement the images already included in the paper. Finally, section 7 discusses known
weaknesses of CounTX to be improved on in future work.
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1 Additional Training Implementation Details
In this section, additional implementation details about the CounTX augmentation scheme
and the construction of the ground truth density maps are discussed. During training, images
are augmented with a probability of 2

5 . If augmentation is applied, either the augmentation
pipeline presented in Table 1 is used with a probability of 3

8 , or a scalable mosaicking scheme
is employed with a probability of 5

8 . For the scalable mosaicking scheme, if an image con-
tains greater than or equal to seventy objects to be counted, the same image is cropped four
times to create the mosaicked image. Otherwise, four different training images are used.
Cropping and combining the same image means the number of objects can be increased.
Cropping and combining four different images teaches the model to distinguish between
different semantic categories using the text descriptions. α-channel blending is applied to
soften the sharp borders between the four different crops in the mosaicked image. These
augmentation techniques were adopted from CounTR [7], which can be referenced for fur-
ther details. To construct the ground truth density maps, the provided annotations with ones
at the centers of the objects to be counted and zeros elsewhere were filtered with a Gaussian
kernel with x and y standard deviations of one and a radius of four.

Augmentation Settings
Gaussian Noise mean: 0

standard deviation: 0.1
Color Jitter brightness factor: 0.25

contrast factor: 0.15
saturation factor: 0.15
hue factor: 0.15

Gaussian Blur kernel size: (7, 9)
standard deviation: sampled uniformly from [0.1,2]

Random Affine rotation: sampled uniformly from [−15◦,15◦]
scale factor: sampled uniformly from [0.8,1.2]
translation factor (x, y): sampled uniformly from [−0.2,0.2]× [−0.2,0.2]
shear (x, y): sampled uniformly from [−10◦,10◦]× [−10◦,10◦]

Horizontal Flip horizontally flipped with probability 1
2

Table 1: CounTX augmentation pipeline. The augmentations are applied during training
with a probability of 3

20 in the top-to-bottom order of the rows in the table.
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Method Method Type How to Specify Val-COCO Test-COCO
the Class MAE RMSE MAE RMSE

RetinaNet [6] Closed-set Text (class name) 63.57 174.36 52.67 85.86
Faster-RCNN [13] Closed-set Text (class name) 52.79 172.46 36.20 79.59
Mask-RCNN [2] Closed-set Text (class name) 52.51 172.21 35.56 80.00

CounTX (FSC-147-D) Open-set Text (FSC-147-D) 29.39 101.56 12.15 25.49
FamNet [12] Open-set Visual Exemplars 39.82 108.13 22.76 45.92
BMNet+ [15] Open-set Visual Exemplars 26.55 93.63 12.38 24.76
CounTR [7] Open-set Visual Exemplars 24.66 83.84 10.89 31.11
LOCA [1] Open-set Visual Exemplars 16.86 53.22 10.73 31.31

Table 2: Performance of closed-set and open-set models on the Val-COCO and Test-COCO
subsets of COCO [5] and FSC-147 [12]. Methods in the bottom four rows are grayed out
because they use visual exemplars, which provide more information than class descriptions.

2 Additional Experiments on Other Datasets

2.1 Val-COCO & Test-COCO
A straightforward approach to object counting is to enumerate all the class instances pro-
duced by pre-trained object detectors such as RetinaNet [6] and Faster-RCNN [13] or by
an instance segmentation model such as Mask-RCNN [2]. Therefore, it is instructive to
investigate how CounTX performs compared to these models. However, unlike CounTX,
RetinaNet, Faster-RCNN, and Mask-RCNN are closed-set methods and, thus, are limited
to counting instances of classes they were trained on. On the other hand, CounTX is an
open-set model and, as a result, can count instances of arbitrary classes.

The FSC-147 [12] dataset provides Val-COCO and Test-COCO, image subsets of the
COCO [5] dataset. RetinaNet, Faster-RCNN, and Mask-RCNN have been trained to cate-
gorize objects into the classes present in these subsets. As a result, CounTX was evaluated
against these methods using Val-COCO and Test-COCO. As shown in table 2, CounTX per-
forms better than all three closed-set methods and the class-agnostic counting model FamNet.
However, unlike FamNet, CounTX does not require any visual exemplars for inference.

2.2 CARPK
CounTX is evaluated quantitatively and qualitatively on the CARPK [6] dataset to demon-
strate its ability to generalize to datasets other than FSC-147 [12]. The CARPK dataset for
counting cars contains overhead images of parking lots captured by drone cameras. The
CARPK training set includes 989 images, and the CARPK test set includes 459 images.
CARPK contains photos of 90,000 cars altogether.

CounTX was trained and evaluated in multiple settings for CARPK [6] as shown in
Table 3. For the fifth and sixth rows in Table 3, CounTX was trained on FSC-147 [12]
and evaluated on the CARPK test set. For the seventh and eight rows in Table 3, CounTX
was jointly trained on data from FSC-147 and CARPK and evaluated on the CARPK test
set. Specifically, during joint training, each batch was constructed from data from either
FSC-147 or CARPK. The batches were composed and shuffled randomly, and augmentation
was only applied to data from FSC-147. Table 3 illustrates CounTX’s performance using
different potential responses to the query “what object should be counted” for CARPK, as
indicated by the third column.

As shown in Table 3, CounTX performs competitively compared to closed-set counting
methods on CARPK [6]. Methods with asterisks in Table 3 were trained specifically for
car detection, while the other closed-set methods can count instances of other classes. With
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Method Method Type How to Specify CARPK
the Class MAE RMSE

Faster-RCNN [13] Closed-set Text (class “car”) 39.88 47.67
One-look Regression* [8] Closed-set Text (class “car”) 21.88 36.73

RetinaNet [6] Closed-set Text (class “car”) 16.62 22.30
HLCNN* [4] Closed-set Text (class “car”) 2.12 3.02

CounTX (FSC-147) Open-set Text (description “cars”) 11.72 14.86
CounTX (FSC-147) Open-set Text (description “car”) 11.64 14.85

CounTX (FSC-147 & CARPK) Open-set Text (description “cars”) 8.89 11.42
CounTX (FSC-147 & CARPK) Open-set Text (description “the cars”) 8.13 10.87

FamNet (CARPK) [12] Open-set Visual Exemplars 18.19 33.66
CounTR (FSC-147 & CARPK) [7] Open-set Visual Exemplars 5.75 7.45

SAFECount (FSC-147 & CARPK) [16] Open-set Visual Exemplars 5.33 7.04

Table 3: Performance of closed-set and open-set models on the CARPK [6] dataset. Meth-
ods in the bottom three rows are grayed out because they use visual exemplars, which provide
more information than class descriptions. Methods with asterisks were trained specifically
for car counting, while other methods can count objects of other classes as well.

and without being trained on data in CARPK, CounTX performs better than the few-shot
class-agnostic counting method FamNet [12] trained on data from CARPK. It is interesting
to consider whether training FamNet on CARPK damages its performance on FSC-147 [12]
significantly. Similarly, the fine-tuning of models such as CounTR [7] and SAFECount [16]
could cause them to lose their generality. The joint training procedure for CounTX avoids
this issue by ensuring that the model performs well on both FSC-147 and CARPK during
the final optimization process. The performance of CounTR and SAFECount pre-trained on
FSC-147 and then fine-tuned on CARPK is shown in the bottom two rows of Table 3. Figure
1 illustrates the effectiveness and generality of CounTX trained only on data from FSC-147
and evaluated on the CARPK test set.

Figure 1: Density maps produced by CounTX, trained on FSC-147 [12], when applied to the
CARPK [6] test set with no fine-tuning.
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3 Additional Ablation Study: Image Encoder Backbones
To measure the quality of different image features for object counting, three different CLIP
image encoder backbones were frozen and used to train CounTX with visual exemplars
instead of text. The CounTX text encoder was replaced with the exemplar encoder (4 con-
volutional layers followed by global average pooling) from CounTR [7]. The training and
inference procedures from CounTR were also adopted. As shown in Table 4, compared to the
other two CLIP models, the image encoder used in the main paper for CounTX, ViT-B-16,
performs competitively on FSC-147 [12].

The image encoder from CounTR [7] (pre-trained on ImageNet and then with self-
supervised patch reconstruction on FSC-147 [12]) was also frozen and evaluated. It has
been mentioned multiple times in the literature [9, 17] that CLIP image encoders may not
provide as rich spatial features out-of-the-box as other more generally trained image back-
bones. This point is consistent with the results in Table 4, as the frozen CounTR image
encoder, pre-trained with self-supervision, performs generally better than all three CLIP im-
age encoders on FSC-147. However, the CounTR image encoder backbone does not have an
available joint text-image embedding space as the CLIP image encoder backbones do.

Image Encoder Pre-training Embedding Spatial Feature Validation Test
Backbone Method Dimension Map Shape MAE RMSE MAE RMSE

CounTR [7] ImageNet and SSL 512 24×24 15.53 53.01 14.93 94.38
RN50x16 [3] YFCC100M Subset [11] 768 12×12 32.84 98.37 26.96 100.31

ViT-L-14-336 [3] YFCC100M Subset [11] 768 24×24 27.35 81.73 22.72 96.34
ViT-B-16 [3] LAION-2B [14] 512 14×14 26.37 71.28 24.96 91.64

Table 4: Performance of different frozen image encoder backbones on the FSC-147 [12]
3-shot visual exemplar counting task. The last three rows contain data from CLIP image
encoder backbones, while the first row contains data from the CounTR image encoder back-
bone. SSL stands for self-supervised learning.
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4 Details of the FSC-147-D Dataset
The file FSC-147-D.json contains the FSC-147-D dataset with class descriptions for the
images in FSC-147 [12]. FSC-147-D.json is available at
https://www.robots.ox.ac.uk/~vgg/research/countx/. While FSC-147 provides class names,
FSC-147-D contains responses to the query “what object should be counted?” 92.4 % of the
class descriptions in FSC-147-D (5668 class descriptions) are the class names in FSC-147
with “the” prepended to them. The remaining 7.6 % of the class names in FSC-147 (467 class
names) required more complex rephrasing to convert them to class descriptions in FSC-147-
D. Figure 2 illustrates the distribution of the number of words for the class names in FSC-147
and the distribution of the number of words for the class descriptions in FSC-147-D.

Figure 2: Histograms of the number of words in the class names for FSC-147 (left) and
the number of words in the responses to the question “what object should be counted?” for
FSC-147-D (right). The histograms show that the class descriptions in FSC-147-D are more
prolific than the class names in FSC-147.
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5 Counting Network Code
The file model.py contains the class CountingNetwork used to initialize CounTX as
shown in Figure 3 below.

Figure 3: Header of the CountingNetwork class definition. A CounTX model is initial-
ized in code using the CountingNetwork class.

The forward method of the CountingNetwork class shows that CounTX takes both
images and text as inputs. This forward function is included in Figure 4.

Figure 4: Forward method for a CountingNetwork instance. A CountingNetwork
instance uses both images and text descriptions to infer the object count.‘fim’ stands for
feature interaction module.

A worked example of how to use CounTX to infer the object count in an image with a
text description is provided at the bottom of the CountingNetwork class definition in a
long comment. The start of this worked example is shown in Figure 5.

Figure 5: A worked example of how to infer the object count with CounTX appears at the
bottom of model.py in a long comment.
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6 Additional Counting Image Examples

6.1 FSC-147
This section presents and comments on additional density maps produced by CounTX when
applied to the FSC-147 [12] test set. Results are shown in Figures 6, 7, 8, 9, and 10.
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Figure 6: Density maps produced by CounTX when applied to the FSC-147 [12] test set.
CounTX is able to count the hot air balloons in the rightmost image in the top row despite
how small they are. CounTX also correctly counts only the carrom board pieces and excludes
the extraneous circular objects in the leftmost image in the third row. Despite the variance in
the color and shape of the stamps, CounTX counts them.
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Figure 7: Density maps produced by CounTX when applied to the FSC-147 [12] test set.
In the third image in the third row, CounTX only counts dishes with finger food in them,
correctly excluding empty dishes. CounTX only counts the apples and not the leaves even
though there are more leaves than apples in the leftmost image in the fifth row. CounTX
includes both peas inside the soup and around the soup in the final object count when applied
to the second image in the fifth row. Despite the glare on the comic books, CounTX counts
all of them in the rightmost image in the third row.
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Figure 8: Density maps produced by CounTX when applied to the FSC-147 [12] test set.
CounTX can count small and large numbers of objects as shown by its performance on the
images of the apples and marbles above. CounTX correctly includes both the brown and
white eggs in its final estimate in response to the class description “the eggs.”
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Figure 9: Density maps produced by CounTX when applied to the FSC-147 [12] test set.
Notice how CounTX counts all the stamps in the rightmost image in the third row despite
the change in viewpoint and the candy pieces in the rightmost image in the top row despite
the glare.
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Figure 10: Density maps produced by CounTX when applied to the FSC-147 [12] test set.
CounTX counts the strawberries in leftmost image in the top row even though they are placed
on cupcakes as toppings.
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6.2 CountBench
Text descriptions were created for a subset of CountBench [10]. These descriptions are more
detailed and longer in general than the descriptions in FSC-147-D. CountBench also only
contains images with at most 10 objects. On the other hand, images in FSC-147 [12] contain
at minimum 7 objects and at most 3731 objects with an average of 56 objects per image.
Therefore, it is interesting to investigate how CounTX performs on the CountBench subset
given that CounTX has never been trained on images with under 7 objects. In this section,
qualitative examples are provided and commented on from such an investigation. Results
are shown in Figures 11 and 12.
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Figure 11: Density maps produced by CounTX when applied to the CountBench [10] subset.
Even though CounTX was never trained to count people, it can count the women in the
leftmost image in the top row and the men in the third image in the third row. CounTX
estimates that there are almost exactly 2 men in the third image in the third row, even though
no image in FSC-147 [12], the dataset CounTX was trained on, has under 7 objects. The class
descriptions in FSC-147-D are very simple compared to the long and detailed description of
the bell peppers in the third row. Despite this, CounTX provides a reasonable estimate for
the count of the bell pepper halves given this long description.
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Figure 12: Density maps produced by CounTX when applied to the CountBench [10] subset.
Many images in CountBench contain objects that only exist digitally such as the images of
the icons and the balls with flags above. In contrast, FSC-147 only contains images of real
objects. Despite this, CounTX is able to count the icons in the rightmost image in the top
row. Notice how CounTX correctly places a dot on the large circle in the second image in
the top row, even though it is much larger than the five other circles surrounding it.

7 Limitations
In this section, two weaknesses of CounTX will be discussed. CounTX struggles when an
object is self-similar. Instead of counting each self-similar object as a whole, CounTX might
double count by placing a dot on each similar component in the density map. For example,
a typical pair of sunglasses is self-similar because it is composed of two similar lenses. As
shown in Figure 13, instead of counting each pair of lenses as a whole object, CounTX might
count each lens in the pair as an individual object. If visual exemplars were available, the
final count could be calibrated by dividing the estimated count by the average sum of the
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density map at each exemplar region. However, this is not currently possible with only text
descriptions. Secondly, CounTX struggles to understand inter-object relationships. These
weaknesses are illustrated and discussed in Figure 13.

Figure 13: CounTX struggles to count self-similar objects. Instead of placing a dot on
each pair of sunglasses in the density maps for the first image (from FSC-147 [12]) and the
third image (from CountBench [10]), CounTX places a dot on each lens. This is why the
estimated counts for these images are almost double the ground truth counts. Following this
pattern, CounTX places a dot on each butterfly wing in the density map for the second image
from CountBench above. This results in an estimated count that is almost twice the ground
truth count. CounTX also struggles with inter-object relationships. This weakness surfaces
when evaluating CounTX qualitatively on the CountBench subset as the text descriptions for
images in the CountBench subset are more nuanced than the descriptions in FSC-147-D. In
the rightmost image above from CountBench, CounTX incorrectly attempts to count all the
cats in the image, real and illustrated, instead of just the real cats staring at the sign with an
illustrated cat.
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