
Abstract
  Model quantization is a technique that optimizes neural network computation by converting weight 
parameters and activation values from floating-point numbers to low-bit integers or fixed-point 
representations. 
  Currently, common quantization methods, such as QAT and PTQ, optimize quantization parameters 
using training data to achieve the best performance. However, in practical applications, there may be 
little or no data available for downstream model quantization due to restrictions such as privacy and 
security. This article proposes a data-free quantization technique called DFFG, based on fast gradient 
iteration, which uses information learned from the full-precision model, such as the BN layer, to 
recover the distribution of the original training data. 
  We propose, for the first time, using a momentum-assisted variant of the FGSM gradient iteration 
strategy to update the generated data. This approach enables quick perturbation of the optimized data
while maintaining the diversity of the generated data through the manipulation of gradient variability. 
We also propose using intermediate data generated during the iteration process as a part of data for 
subsequent model quantization, greatly improving the speed of data generation. We have 
demonstrated the effectiveness of our proposed method through empirical evaluations. 
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Quantizer : Uniform quantizer 

Optimizer : MI-FGSM

Method

Step1 : Data generation

             Loss function :

            Optimizer : MI-FGSM

            Speed up strategy :
            save images multiple times during a complete iteration cycle 

Step2 : Quantization(QAT)

             Loss function :

            Quantizer : uniform quantizer 

Experiments & Results

Ablation Studies :

 a) quantization effect between Adam and MI-FGSM

Preliminary Formulation

DFFG : Data generation + Quantization(QAT)

Quantitative Results : Visual generated images :

b) image CLIP similarity between Adam and MI-FGSM


