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Segment Anything Model
• The promptable image 

segmentation model is an 
efficient and practical 
approach to real-world 
segmentation tasks that 
allows for flexibility in 
prompts, quick mask 
computation, and ambiguity 
awareness.

• However, SAM's performance 
may not be optimal on 
medical imaging datasets due 
to its pre-training on natural 
images.

Our Work
• We propose an end-to-end approach 

to improve segmentation mask 
accuracy for medical images without 
fine-tuning the pretrained SAM 
network.

• Our solution involves the training of 
an auxiliary prompt encoder network, 
which generates a surrogate prompt 
for SAM given an input image.

• While the prompt encoder provided 
with SAM requires inputs such as a 
bounding box, a set of points, or a 
mask, the one we train has the image 
itself as its input.

Results

• SAM is a powerful segmentation model for natural images.
• It has the potential to become a prominent foundation model, i.e., be 

effective for downstream tasks such as medical image analysis.
• We show that this may only require ``the right guidance'' in the form of a 

dedicated conditioning signal that is provided by an auxiliary network that 
replaces the prompt embedding.

• As no prompt is required, our method turns SAM into a fully automatic 
method.
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