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Introduction
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Experiments

Figure 5: Visual comparison with language-based model on the YouTube-VOS validation set.

Table 1: Comparison with state-of-the-art methods on Youtube-VOS, DAVIS17 and DAVIS16 
datasets.

• Motivation: Reference-based video object segmentation, 
whether language-based or mask-based, faces these 
challenges:
• language expressions can sometimes be vague in 
conveying an intended concept and ambiguous when 
similar objects in one frame. 

• photo masks are costly to annotate and less practical to 
provide in a real application.

• Contribution: We present the following three key points:
• A new task of sketch-based video object segmentation, 
an associated benchmark, and a strong baseline. 

• Our benchmark includes three datasets, Sketch-
DAVIS16, Sketch-DAVIS17 and Sketch-YouTube-VOS, 
which exploit human-drawn sketches as an informative 
yet low-cost reference for video object segmentation.

• Experimental results show sketch is more effective yet 
annotation-efficient than other references, such as 
photo masks, language and scribble.

Datasets

Figure 2: Sketch Reference examples of Sketch-DAVIS16 (row 1&2), Sketch-DAVIS17 (row 
3&4) and Sketch-Youtube-VOS dataset (row5&6).

Methodology

Figure 3: The Sketch-based VOS model with various designs: (a) Concatenation, (b) 
Convolution weight, (c) Cross-KV, and (d) Cross-Q.

Figure 4: Visual comparison with language-based model on the YouTube-VOS validation set.

Figure 1: A comparison example between three different annotation types for the Semi-VOS 
task. (a) Mask reference. (b) Language reference. (c) Sketch reference (Ours).


	幻灯片编号 1

