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Youtube-VOS DAVIS17 DAVIS16
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VOSwL[26] - - - 39.3 373 413 84.1 82.8 854
URVOS[41] 46.5 442 48.8 51.7 473 56.0 - - -
HINet[52] 52.0 84.8 84.4 853
3

e YOFO[28] 48.6 47.5 50.0 55.4 50.1 58.7 - -
[ B B B B B & B B & R BB B B E & EBE B B R ETE B 0§ B - o . — — - . T . 2 MLRLI[48] 49.7 48.4 51.0 57.9 53.9 62.0

LBDT[18] 49.4 48.2 50.6 54.1 - -

MTTR[5] 553 54.0 56.6 - - -

ReferFormer[49] 64.9 62.8 67.0 61.1 58.1 64.1
STM[35] 74.7 72.8 76.6 69.5 67.0 72.0
STCN[9] 79.6 77.1  82.1 74.4 71.5 772

) W Nl g Y Sketch  Ours 754 734 775 702 669 734 816 802 83.
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Table 1: Comparison with state-of-the-art methods on Youtube-VOS, DAVIS17 and DAVIS16
datasets.
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(a) mask reference (b) language reference (c) sketch reference

Figure 1: A comparison example between three different annotation types for the Semi-VOS
task. (a) Mask reference. (b) Language reference. (c) Sketch reference (Ours).

} Motivation: Reference-based video ObjeCt segmentation, Figure 2: Sketch Reference examples of Sketch-DAVIS16 (row 1&2), Sketch-DAVIS17 (row
whether language-based or mask-based, faces these 3&4) and Sketch-Youtube-VOS dataset (rowS&6).
challenges:
*language expressions can sometimes be vague in
conveying an intended concept and ambiguous when =
similar objects in one frame. o Ml Pl
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provide in a real application. — " Awhite duck
¥» Contribution: We present the following three key points: e i

passed a small
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an associated benchmark, and a strong baseline. > 1 L)
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DAVIS16, Sketch-DAVIS17 and Sketch-YouTube-VOS, | b iicnls

which exploit human-drawn sketches as an informative - : the gt s tancing
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yet low-cost reference for video object segmentation. " : : Spem i!
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annotation-efficient than other references, such as e

: Fi 3: The Sketch-based VOS model with various designs: (a) Concatenation, (b
phOtO masks, Ianguage and scribble. Clg:\szlutionewei(;ﬁt (c?zerosyKVmac:wde(g\)”CrcY:sr-lc();s esigns: (a) Concatenation, (b) Figure 5: Visual comparison with language-based model on the YouTube-VOS validation set.
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