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Introduction:
● Two paradigms of segmentation

○ per-pixel classification (semantic segmentation)
○ mask classification (instance-level segmentation)

● Mask classification paradigms
○ object query as object-centric representation
○ predict a pair of a binary mask and a class prediction
○ final segmentations are aggregated from all queries

Motivations:
● The number of object queries is set to be a large 

number (e.g., 100 in Mask2Former)
● Hungarian matching to assign the best-fit object 

query to each ground truth object

Only 8% utilization of queries during training

Goals:
● A simple method to involve more queries during 

training without losing their own object 
representation abilities

● To effectively model the temporal interactions in 
the mask-classification based paradigm

Methods (THE-Mask):
● Hierarchical Mask Classification

○ Two-round queries
○ Hierarchical loss functions (Hard mask loss and soft mask loss)

Experiments:

● Temporal Aggregation Decoder (TAD)

Ablation studies:
● Effects of training clip length ● Temporal aggregation ablation

● Ablation study on hierarchical loss

● We present THE-Mask, a simple and strong mask-
classification-based model for VSS

● THE-Mask is the first model to renovate the traditional one-to-
one matching and introduce parameter-free hierarchical 
structures into queries to fully exploit the representation ability

● We propose TAD to explicitly model the temporal interactions 
for cross-frame learning

Conclusions:

Code:
● https://github.com/ZhaochongAn/THE-Mask
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