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In this document we provide some additional details in order to better evaluate the perfor-
mances of MP-SDF. Firstly, we present in detail the employed comparison metrics (Sec-
tion 1). Then, a further analysis is shown to justify the use of a Multi-View Stereo (MVS)
method rather than a monocular one for depth priors (Section 2). Moreover, we discuss
the exposure compensation effectiveness showing the results achieved on scenes acquired
with variable or fixed exposure settings and then reconstructed with or without exposure
compensation enabled (Section 3). Finally, we present more qualitative results showing the
reconstructed scenes (Section 4).

1 Quantitative Metrics
In this section, we recall the definition of the quantitative metrics employed in this work. In
particular, we used the F-score and the Chamfer-L1 distance. These two metrics compare the
ground truth point cloud against the predicted one, extracted considering the set of vertexes
of the respective mesh. The predicted mesh is produced by MP-SDF querying the SDF net-
work on a three dimensional grid defined at a chosen resolution, then running the marching
cubes algorithm [3]. In our experiments, aligned to what done in MonoSDF, the meshes are
extracted from a grid at a resolution of 512×512×512.

F-score To define F-score, it is helpful to introduce precision p and recall r first. Precision
is defined as follows:

p =
1
|P| ∑

p∈P
1T (minp∗∈P∗∥p−p∗∥) with 1T (x) :=

{
1 if x < T
0 if x ≥ T

(1)

where P is the predicted point cloud, P∗ the ground truth one and T = 0.05. Recall is defined
as follows:

r =
1

|P∗| ∑
p∗∈P∗

1T (minp∈P∥p−p∗∥) . (2)

At this point, it is possible to define the F-score as follows:
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F-score =
2 · p · r
p+ r

. (3)

The F-score values presented in the main article are multiplied by a factor 100, to express
them as percentages.

Chamfer-L1 distance To define the Chamfer-L1 distance it is convenient to introduce the
accuracy a and the completeness c first. The accuracy is defined as follows:

a =
1
|P| ∑

p∈P
(minp∗∈P∗∥p−p∗∥) (4)

where P is the predicted point cloud and P∗ the ground truth one. The completeness is
defined as follows:

c =
1

|P∗| ∑
p∗∈P∗

(minp∈P∥p−p∗∥) . (5)

At this point, it is possible to define the Chamfer-L1 distance as:

Chamfer-L1 =
a+ c

2
. (6)

The F-score assigns a fixed weight to points with a distance larger than the selected threshold,
independently on the actual error. On the contrary, the Chamfer-L1 distance is computed
considering every distance value, which makes it more sensible to outliers.

2 Depth Prior Evaluation

In this section we propose a further investigation on the use of external priors. MonoSDF [7]
and NeuRIS [6] exploit monocular depth and normal maps produced by Omnidata [1] to
supervise the training. Instead, MP-SDF exploits multi-view stereo depth maps obtained
from IterMVS [5].

We argue that geometric monocular cues can lead to wrong reconstructions: monocular
approaches often produce predictions at a wrong scale and not consistent over subsequent
frames. Moreover, in presence of flat but perspective coherent backgrounds, they may fail
considering the 2D surface as part of the 3D volume. In the case of Replica scan4, pre-
sented in Fig. 1, the office wall is painted with a natural background. The monocular depth
and normal estimations predict a depth and a normal maps that include geometric details of
the background, even if the real surface is flat. Therefore, the reconstructed mesh is biased
by these priors and exhibits artifacts on the wall. Considering Replica scan5 in Fig. 3, it
is clear how Omnidata predicts wrong normals for the office walls. This strongly affects the
reconstruction producing wall deformations.

Considering the same scenes reconstructed by MP-SDF supervised by IterMVS, it is
possible to observe in Fig. 2 and Fig. 4 that they do not exhibit the artifacts mentioned
above. Indeed, the MVS depth maps are more reliable and consistent with the real geometry
of the scene. In particular, in scan4 the painting does not affect the depth estimation,
which is consistent with the planar wall. Finally, in both the considered scenes, the IterMVS
confidence maps show high reliability, thus enforcing the quality of MVS predictions.
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3 Exposure compensation effectiveness
In Fig. 5 we show the effect produced by the exposure compensation. In the first row, it
is possible to see some of the input RGB images of the two datasets: the Replica Scan 1
is acquired with fixed exposure while the Tanks and Temples Meetingroom is captured
with variable exposure. In the second and third rows, the normal maps of the reconstructions
obtained with and without the exposure compensation are shown, respectively, while in the
fourth row the difference map between normals is presented. As expected, its contribution
on Replica is small, since input images were rendered with fixed exposure. Instead, it is very
relevant on the Tanks and Temples scene, as it was acquired with variable exposure settings.
The exposure compensation helps in reconstructing more accurately the structures on the
ceiling and the challenging table and chair area in the middle of the room. As confirmed in
Tab. 2 of the paper, the results achieved by the model without the exposure compensation
are severely affected on the Tanks and Temples Meetingroom, while on Replica Scan 1
the ablation has almost no effect.

4 Qualitative results
Fig. 6 presents some qualitative comparisons between MonoSDF [7], NeuRIS [6] and our
approach (MP-SDF) on the Replica dataset [4] and on the Meetingroom scene from Tanks
and Temples [2]. As discussed in the main article, on Replica our method outperforms the
current state-of-the-art methods for indoor reconstruction, namely MonoSDF and NeuRIS.
Differently from them, the visual quality of the reconstruction provided by MP-SDF is con-
sistent across the different scenes in the figure, as also suggested by the quantitative results
presented in the article. Finally, MP-SDF clearly outperforms the other methods also on
Tanks and Temples Meetingroom in terms of visual quality, also in this case accordingly
to the quantitative evaluation in the main article.
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Figure 1: Replica scan4. From left to right and from top to bottom: RGB ground truth,
MonoSDF reconstructed mesh, Omnidata depth map, Omnidata normal map.

Figure 2: Replica scan4. From left to right and from top to bottom: RGB ground truth,
MP-SDF (Ours) reconstructed mesh, IterMVS depth map, IterMVS confidence map.
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Figure 3: Replica scan5. From left to right and from top to bottom: RGB ground truth,
MonoSDF reconstructed mesh, Omnidata depth map, Omnidata normal map.

Figure 4: Replica scan5. From left to right and from top to bottom: RGB ground truth,
MP-SDF (Ours) reconstructed mesh, IterMVS depth map, IterMVS confidence map.
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Figure 5: Exposure compensation effectiveness.
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Figure 6: Qualitative evaluation on Replica and Tanks and Temples Meetingroom.
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