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Where 1s the ladder attached?  What 1s underneath the sink?
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In this work, we tackle the task of question answering in 3D
indoor environments. Previous methods are restricted to a pre- ; VoAtewara | W° l
defined answer space. We propose Gen3DQA, an end-to-end [ VOA } } [ o )
transformer-based architecture to generate, rather than b veerenan [ J :
predict, natural answers for questions in 3D scenes. Our T
method directly optimizes the global semantics of the Model BLEU-1 | BLEU-4 | ROUGE | METEOR | CIDEr ' -
generated sentences via the language rewards. Valid |
Gen3DQA (w/o VQG reward) 39.12 13.2 35.48 14.89 71.39 |
Gen3DQA (w/ VQG reward) 39.53 12.7 35.97 15.11 71.97 |
Test w/ object IDs ,
\ ethOd Gen3DQA (w/o VQG reward) 38.89 12.67 35.35 14.82 71.09
Gen3DQA (w/ VQG reward) 39.30 12.24 35.78 14.99 12:22 '
Test w/o object IDs
V' e RExI00 Question-aware | MLP Gen3DQA (w/o VQG reward) 37.61 12.00 32.57 14.09 65.58
Object prgposa|s ObjECt proposals Sconf GCII3DQA (W/ VQG I'CW&I'd) 38.07 11.61 33.03 14.28 66.57
| | Performance of our method with and without VQG reward. .
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LoD — o I Quantitative Results What 1s on top of the bathtub? Where 1s the big screen tv affixed?
Q: Where is ™ Encoder —K—ey: Decoder ' ~
the bed with I QUL | values _ ‘.
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located? L send> | S , Test w/ object IDs \
Question embeddings Contextualizéd Query ScanQA [4] 31.56 12.04 34.34 13.55 67.29 ! |
Q € RV*¥0 question embeddings CLIP-gUIdCd [32] 32.72 14.64 35.15 13.94 69.53 '
7 s ) Gen3DQA (XE loss) 35.24 10.79 33.50 13.61 64.83
---------------------------------------------------- Sr T Gen3DQA 39.30 | 1224 | 3578 1499 | 7222
A: to left of e J .
desk Answer embeddings Test wi/o object IDs :
T e RAX300 " training | ScanQA [4] 30.68 10.75 31.09 12.59 60.24
------------------------------------------------------------------------------------------------------------------------------------------- CLIP-guided [32] 3270 | 1173 | 3241 1328 | 62.83
After encoding the input scene and question into object Gen3DQA (XE loss) | 35.08 10.62 30.99 12.87 60.05 —— '
proposals and questions embeddings, they are combined into Uenalin >8.07 ALol 33.03 15,58 66.57 ' , ‘
one sequence and fed into a transformer encoder. The ScanQA benchmark scores of previous methods and ours. Our |
contextualized sequence is then fed into a transformer decoder method performs better, especially on the more challenging |
to generate the answer. CIDEr score.
ScanQA [4] | CLIP-guided [32] | Gen3DQA pillow R
Acc@(.5 15.42 2 22 23.79
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