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Motivation

- Synthesizing well aligned human motions based on input conditions is an essential task with many applications in gaming, simulation, and virtual reality.
- For a many-to-many task like text-motion synthesis, probabilistic methods such as Diffusion are necessary. Despite, excellent generative abilities, diffusion is expensive on raw motions and so faster alternatives are needed.
- Hence, we use latent space Discrete Diffusion with the assumption that human motion can be efficiently represented by discrete sequence of small motion snippets.

Contributions

- We model the text-to-motion generation task as a discrete denoising diffusion probabilistic model, which allows reduced diffusion steps for faster inferences while producing high quality results.
- Evaluated our method (MoDDM) in a comparison with state-of-the-art methods using both objective metrics and subjective user study. The results demonstrated that our method outperforms the previous methods in both motion quality and text-to-motion matching accuracy.

Two-stage Architecture consisting of VQ-VAE and Discrete Diffusion Model

Stage 1: VQ-VAE

Stage 2: Discrete Diffusion (Inference)

Quantitative Evaluation on HumanML3D Test Set

<table>
<thead>
<tr>
<th>Methods</th>
<th>Top 1</th>
<th>Top 2</th>
<th>Top 3</th>
<th>MultiModel Dist</th>
<th>Diversity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Motion</td>
<td>0.5141</td>
<td>0.5037</td>
<td>0.4874</td>
<td>0.6022</td>
<td>0.8474</td>
</tr>
<tr>
<td>Seq+Seq</td>
<td>0.4800</td>
<td>0.3950</td>
<td>0.3075</td>
<td>0.3400</td>
<td>0.8366</td>
</tr>
<tr>
<td>Language2Motion</td>
<td>0.3730</td>
<td>0.3520</td>
<td>0.3070</td>
<td>0.3070</td>
<td>0.8613</td>
</tr>
<tr>
<td>LatentDiff</td>
<td>0.3400</td>
<td>0.3360</td>
<td>0.3360</td>
<td>0.3360</td>
<td>0.8613</td>
</tr>
<tr>
<td>MoDDM (DoR)</td>
<td>0.4329</td>
<td>0.4329</td>
<td>0.4329</td>
<td>0.4329</td>
<td>0.5555</td>
</tr>
</tbody>
</table>

Evaluation of Motion Alignment to Text

For ground truth and each comparison method, a color bar indicates the percentage of its preference levels.

Qualitative Comparisons on HumanML3D Test Set

Boxes cover 25th and 75th percentiles, and whiskers represent the 5th and 95th percentiles. Box notches represent median values.