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Introduction

Precise segmentation, e.g. the identification and labeling of complex and non-
convex components in images, is a challenging task in machine learning. To
facilitate the annotation process, we propose the novel guidance strategy
“EyeGuide”, which uses a remote eye tracking system passively recording gaze
information from a human annotator during inspection. The information gained
is used as additional input for neural network training for automatic prediction
of segmentation masks. We found gaze data acquisition to be faster and more
convenient with fewer annotations being necessary to generate the proper
segmentation, and overall better generalization compared to state-of-the-art
techniques was achieved.
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Figure 1: EyeGuide overview. a) Gaze information of a human annotator is recorded for individual
object instances. b) Raw gaze information is filtered using an I-VT filter to generate fixation points. c)
The raw gaze or fixation point map is concatenated with the RGB image and serves as a 4-channel
input for a neural network to predict instance segmentations.

Gaze Point Map

Experimental Design:

* Tobii Pro Fusion screen-based remote eye tracker at 120 Hz

* To inform the user about the object of interest the bounding box and the
ground truth polygon mask were presented for 0.5 seconds

* For very small objects initial zoom was applied

* No time limit was given for inspection

* User sighals the object inspection start and end by pressing a button

* Possibility to repeat the observation and to move freely in the presented
image (dragging, scrolling and zooming)
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Figure 2: Comparison between task-based (contour tracing) and task-free image inspection. a)
Ground truth mask. b) Gaze point map with explicit task. c) Gaze point map with task-free inspection.
d) Training and test loss for task-based vs. task-free inspection.

Datasets

 PascalvVOC2012 train [1]: 1,645 images with 3,507 objects divided into 20
classes
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Figure 3: a) Dataset examples for PascalVOC2012 and Cellpose. First row: Images with ground truth
mask. Second row: Images with gaze point map visualization. Third row: Images with fixation point
map visualization. b) Raw Gaze Data grouped by their distance to the ground truth mask of
PascalVOC2012 (mean of all classes and four selected classes) and Cellpose dataset.
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Architecture fixation filter | blurred | gaze data jitter | gaze data dropout mloU mloU
PascalVOC2012 Cellpose
FCN+ResNet-50 53.2
(without cropping)
FCN+ResNet-50 75.4 82.9
FCN+ResNet-50 X 74.6 82.7
FCN+ResNet-50 X 75.8 83.3
FCN+ResNet-50 X 75.9 81.8
FCN+ResNet-50 X X (30%) 75.7
FCN+ResNet-50 X (30%) 76.3 83.4
FCN+ResNet-101 76.2
Deeplabv3+ResNet-50 75.9
FCN+ResNet-101 x (30%) 76.4
FCN+ResNet-50 X X (30%) 76.2 83.6
DEXTR [3] 70.3 78.9

Table 1: Overview experiments. Evaluation of different architectures and model
configurations for PascalvVOC2012 and Cellpose.

* Annotation Efficiency: average annotation time was 6.19 seconds for
PascalVOC2012 and 5.13 seconds for Cellpose (for comparison: polygon mask
~79 seconds, bounding box ~35 seconds, extreme points ~7.5 seconds [4])

 Segmentation performance evaluation depending on the convexity c (see
Figure 4), defined as:
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Figure 4: Class-wise evaluation on PascalVOC2012 dataset. (a) Bicycle ground truth mask (c = 0.25).

(b) Bus ground truth mask (c = 0.95). (c) Convexity mloU plot for every class.

seen classes unseen classes
train test train test train test

¢ |3935 % |353H¢F 3935 F 3835 F 3538 ¢F |353¢%

H €0 €A = £ O € H €0 €A = €0 €A = €0 €A = €0 €A
person_net| 696 |77.8|68.3| 174 |75.1|63.2] - - - | 852 | 65.6 | 60.7| 847 |78.2 |64.5| 938 | 65.2 | 59.2
vehicle_net| 685 |76.5|70.4| 167 [71.3|64.8] 870 |67.8|56.8| - - - | 847 |73.8|64.1| 938 |[63.2|58.4
animal_net | 680 [85.2|789| 167 [81.1|74.31870|71.3|61.2| 852 |64.1|62.0| - - - 1938 |163.7 | 59.2
indoor_net | 752 |72.1|66.1| 186 |66.6 | 61.5] 870 |69.0|58.6| 852 [63.2|60.1| 847 |73.9|62.5

all_net 2,813 |79.6 |74.6| 694 | 76.4|70.3

Table 2: Evaluation of the generalisation capabilities of EyeGuide vs. DEXTR [3] to unseen classes.
mioU results for training on a subset of classes and testing on the subsets that were left out.

With EyeGuide we demonstrate that the use of eye tracking offers great
potential for the annotation of new datasets. In the future, we want to
investigate this in more detail, including the integration of eye tracking as
a prompt for existing foundation models and exploiting eye tracking
specific properties such as temporal information in the form of more
specialized deep learning architectures.
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