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Overview. This supplementary material provides additional information and technical de-
tails. It is organized as follows: Section A provides additional explanations on the pre-
training loss objective. Next, Section B and Section C contain additional experimental and
implementation details respectively. Finally, in Section D, we further explain how we imple-
mented the cosine similarity-based objective that was used in the ablation studies.

A Details on the pre-training loss objective
As discussed in Section 3.1 of the main paper, we utilize the following contrastive objective
for pre-training the 3D scene encoder:

Lpre = Ldet +αLtext +βLimage (1)

In Equation 1, the term Ldet comprises the object detection loss, as introduced in [4], which
can be defined as

Ldet = Lvote-reg +0.5Lob jn-cls +Lbox +0.1Lsem-cls (2)

where Lvote-reg represents the vote regression loss, Lob jn-cls represents the objectness binary
classification loss, Lbox represents the box regression loss and Lsem-cls represents the seman-
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tic classification loss for the 18 ScanNet classes. For additional information, we refer the
interested reader to the corresponding work [4].

B Experimental setup
In this section, we provide more details about the datasets and our experimental setup.

B.1 Datasets
In the pre-training stage of the 3D scene encoder, we utilize only the train set of the Scan-
Refer [2] dataset, which consists of 36,665 descriptions from 562 ScanNet scenes. In the
training stage of the 3D-VQA model, we use the train set of ScanQA [1], which contains
25,563 questions from 562 ScanNet scenes. In the training stage of the 3D-SQA model,
we use the train set of SQA3D [3], which contains 16,229 situation descriptions alongside
26,623 questions from 518 ScanNet scenes. We note that all the aforementioned datasets
follow the same train split as ScanNet. The train set of SQA3D contains a subset of the
ScanNet train set since some scenes were purposely dropped during the dataset formation.

B.2 Evaluation
For the task of 3D-VQA, we report our results on the two ScanQA test splits (with and
without object annotations), which are hosted on EvalAI1. Since we do not have access to
ground truth target object annotations for the two test splits, we report our method’s referred
object localization performance on the ScanQA validation dataset.

For the task of 3D-SQA, we report our results on the test set of the SQA3D dataset, to
which direct public access is provided by the authors. Since we have direct access to the test
set of this dataset, we also use it to perform our ablation studies.

C Implementation details
The hyper-parameters used during the pre-training and training phases can be seen in Table 1
and Table 2 respectively. All experiments were conducted on a single NVIDIA GeForce RTX
3090 Ti GPU (24GB).

D Details on the ablation studies
In the Section 4.3 and 4.4 of the main paper, we compare our pre-training contrastive objec-
tive against a cosine similarity-based objective. To implement the latter objective, we alter
the terms Ltext and Limage of the proposed objective as following:

L′
text = 1− cos(Ztext ,Zscene) (3)

and

L′
image = 1− cos(Zimage,Zscene) (4)

1https://eval.ai/web/challenges/challenge-page/1715/overview
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Hyper-parameter Value (pre-training)

Pr
e-

tr
ai

ni
ng

Batch size 16
Steps 15e3
Weight decay 1e-5
Initial learning rate 1e-4
Gradient norm clipping 1

A
da

m β1 0.9
β2 0.999
ε 1e-8

L
os

s α 0.5
β 0.5

Table 1: Hyper-parameters used in the pre-training stage.

Hyper-parameter Fine-tuning (3D-VQA) Fine-tuning (3D-SQA)

Tr
ai

ni
ng

Batch size 16 16
Epochs 40 50
Weight decay 1e-5 1e-5
Initial learning rate 5e-4 5e-4
Learning rate decay 0.2 0.2
Learning rate decay epoch 15 15
Gradient norm clipping 1 1

A
da

m β1 0.9 0.9
β2 0.999 0.999
ε 1e-8 1e-8

M
od

el M (object proposals) 256 256
h (hidden dimension) 256 256

Table 2: Hyper-parameters used in the training stage.
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where L′
text is the cosine distance between the text and 3D scene representations, i.e., Ztext

and Zscene respectively, and L′
image is the cosine distance between the 2D image and 3D scene

representations, i.e., Zimage and Zscene respectively. Therefore, the final cosine similarity-
based loss can be formulated as

L′
pre = Ldet +αL′

text +βL′
image (5)
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