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Abstract

In this supplementary material, we provide further details about 1) Bbox Mask Loss
2) Architecture composition 3) Additional experiments 4) Visualization and comparative
analysis with CID.

1 Bbox Mask Loss

From the instance embedding map e, we first apply L2 normalization on e. Then, we sample
instance embedding p from e and compute respective loss terms as following:
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D is the dimension of the instance embedding, N is the number of ground-truth instances
in an image, and i, j represent the instance indices. β = 1

2σ2 is a scaling coefficient for the
Gaussian kernel proposed in Associative Embedding [4].
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Method Backbone Input size AP AP50 AP75 APM APL AR
Top-down methods

SBL [8] ResNet-152 384×288 74.3 89.6 81.1 70.5 81.6 79.7
HRNet [6] HRNet-W32 384×288 75.8 90.6 82.5 72.0 82.7 80.9

Bottom-up methods
HrHRNet [1] HrHRNet-W32 512 67.1 86.2 73.0 61.5 76.1 -
HrHRNet [1] HrHRNet-W48 640 69.9 87.2 76.1 65.4 76.4 -
DEKR [2] HRNet-W32 512 68.0 86.7 74.5 62.1 77.7 73.0
DEKR [2] HRNet-W48 512 71.0 88.3 77.4 66.7 78.5 76.0
SWAHR [3] HrHRNet-W32 512 67.1 86.2 73.0 61.5 76.1 -
SWAHR [3] HrHRNet-W48 640 69.9 87.2 76.1 65.4 76.4 -

Single stage methods
PETR [5] ResNet-101 800 70.0 88.5 77.5 63.6 79.4 -
ED-Pose [9] ResNet-50 800 71.6 89.6 78.1 65.9 79.8 -
CID [7] HRNet-W32 512 69.8 88.5 76.6 64.0 78.9 75.4
BoIR HRNet-W32 512 70.6 89.2 77.4 65.1 79.0 76.3
BoIR HRNet-W48 640 72.5 89.9 79.1 68.2 79.4 78.3

Table 1: Comparison with state-of-the-art methods on COCO val set. Best scores are
marked as bold for small(e.g. HRNet-W32) and large(e.g. HRNet-W48) models respec-
tively.

2 Architecture Composition
In the case of 512x512 input size, output heatmap size is set to 128x128. In the case of
640x640 input size, output heatmap size is 160x160. HRNet-W32 backbone outputs 480
channels, due to concatenation of all block outputs. Similarly, HRNet-W48 backbone out-
puts 720 channels.

In the case of auxiliary task heads, 1 residual block and 1 convolution layer are applied.
Residual block receives 256 input channels and outputs 128 channels. The final convolution
layer outputs task-specific output channels. In case of bottom-up keypoint head, it is the
number of keypoints(17 in COCO, 14 in CrowdPose). In case of the bounding box head, it
outputs 4 channels(left, top, right, bottom distance). In case of embedding head, it is D. All
convolution layers in the auxiliary task head have a 3x3 kernel size.

In case of instance-wise keypoint regression head, 64 hidden channel size is applied for
HRNet-W32 backbone. 96 hidden channel size is used for HRNet-W48 backbone.

3 Additional Experiments
We report full comparative evaluation results on COCO val set on Table 1. CID paper does
not report full results, so we report the scores using the provided trained model weights.
Since HRNet-W48 backbone model is not available, CID’s HRNet-W48 results are not re-
ported. BoIR outperforms all comparative stae-of-the-arts except for HRNet-W48 backbone
on APL. Our method with HRNet-W32 backbone outperforms CID by 0.8 AP. Our method
with HRNet-W48 even outperforms ED-Pose by 0.9 AP.

We report ablation experiments on AE’s Gaussian kernel scaling coefficient β and em-
bedding dimension D on COCO val set on Table 2. For fast training and simplicity, we
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β AP AR
0.5 69.8 75.7
1 70.3 76.2
5 70.2 76.0

10 70.5 76.2
15 70.2 76.0

Emb. Dim AP AR
1 70.4 76.3
8 70.4 76.3

16 70.4 76.2
32 70.4 76.3
64 70.1 75.8
128 70.5 76.2

Table 2: Left: Ablation experiment of β on COCO val set. D = 128 by default. Right:
Ablation experiment of embedding dimension D on COCO val set. β = 10 by default.

use Bbox Mask Loss and do not use bbox head during experiment. In case of β , 10 was
the best among the options. In case of D, changing the embedding dimension shows little
performance difference. We conjecture that AE loss for higher dimensions needs more re-
finement to benefit high dimensional representation. The primary cause is L2 normalization
over embedding dimension before loss computation, which significantly drops the loss scale
and floating point precision compared to the original AE loss formulation. Simply removing
the normalization would cause unstable training with AMP, so further research is required to
improve the current framework.

4 Visualization
We provide extensive outputs of our model in Fig. 1 and Fig. 2. We visualize keypoint pre-
diction outputs along with instance center heatmap, t-SNE of backbone output feature, and
feature similarity between top-1 confident instance parameter and the entire feature map. t-
SNE is applied on the output backbone feature for 250 iterations with 3 output dimensions
per pixel, which directly corresponds to normalized RGB values. Instance similarity is mea-
sured by computing the L2 distance between the top-1 confident instance’s parameter and
the feature map, and then applying a Gaussian Kernel.

We additionally report failure cases of BoIR in Fig. 3. In case of the left images, BoIR
produces duplicated predictions on the same person, due to wide activation area of the center
heatmap. In case of the right images, BoIR places occluded joints on implausible positions,
while this does not affect evaluation performance. However, BoIR generally produces dis-
entangled instance features and detects people better than CID.
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Figure 1: Comparative visualization on COCO val set.
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Figure 2: Comparative visualization on CrowdPose test set.
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Figure 3: Failure cases on COCO val set.
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