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● RGB-T semantic segmentation tries to accurately classify 
each pixel of a RGB image into a specific label by using a 
thermal image as complementary data.

● Most deep learning-based RGB-T methods suffer from low 
computational efficiency, i.e., they are not suitable for RGB-T 
real-time semantic segmentation.
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●This paper proposes a novel Label-guided Real-time Fusion 

Network which fuses detail and context features of RGB and 

thermal images extracted from double two-pathway 

lightweight backbones respectively based on the proposed 

Label-guided Fusion Module (LFM) to achieve fast and 

accurate perception.

● The LFM conducts weighted feature fusion based on a 

spatial attention map generated with the guidance of semantic 

label in the training phase to accurately indicate the 

contribution of different modalities.

● Our model achieves 55.1% mIoU with the speed of 

111.3FPS on the MFNet dataset, and 78.4% mIoU with the 

speed of 67.3FPS on the PST900 dataset.
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● Some lightweight networks with a good balance between 
accuracy and efficiency for segmentation in recent years having 
a l ready  adopted  for  RGB-based  rea l - t ime  semant ic 
segmentation, but they are seldom discussed for RGB-T real-
time semantic segmentation.

● Conventional fusion modules based on element-wise 
addition or concatenation fail to fully integrate information of 
paired RGB and thermal images. 

● Most current fusion module designs are conducted based on 
heavy backbones, and their performance are not validated 
based on real-time lightweight backbones.
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