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Motivation
• Adaptive adversarial training strategies have better performance.
• The existing adaptive adversarial training methods are computationally expensive.
• Is it possible to design an adaptive adversarial training algorithm that retains the good 

performance but not computationally expensive?

Problem definition 
Adversarial training:

Entropy-Guided Cyclical Adversarial Strategy (ECAS)

• Cyclically changeable adversarial norm space 

• Entropy-guided constraints on norm space

Optimization
ECAS generates a tailored magnitude (ε௜) of the norm space for each sample i.  The 
adversarial example is then generated by Eq. (4). 

The parameter of the network 𝑓௪(ȉ) is updated by Eq.(5).

Experiments
• Verification of different schedulers and contribution of each component

• Running time analysis

• Comparisons with SOTA methods

• Visualization of the norm space learned by ECAS

Conclusion

• We empirically identify that cyclically changing the adversarial norm space can improve 
the robustness of the network

• We propose a simple yet effective entropy-guided cyclical adversarial strategy (ECAS) 
to periodically adjust the norm space of adversarial examples.

• The proposed method ECAS is easy to integrate with other adversarial training methods 
and improves their performance to a comparable level as the SOTA method without 
adding too much extra cost to the computations as the SOTA method does. 


