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1 Supplementary material

1.1 Memory Usage
In Figure 1 we show the increase in GPU RAM [GB] cost and FLOPs [M] in a forward
pass for different values of connectivity K in a k-NNG with 2000 nodes, approximately the
average graph size for the dataset. Despite scaling linearly in the observed range, said k-
NNG with a k = 100 already requires 4 GB RAM during the forward pass. This can quickly
become prohibitive for any work done on a commercial workstation, as GPUs have limited
on-chip memory [2]. This highlights the need to use the minimally connected graph, so high
memory needs don’t prevent users from performing training and inference. This value k is
a parameter of the model and requires initial hyperparameter tuning to choose an optimal
value.

1.2 Further model ablation
We conduct further ablation on the model, to disaggregate the contribution of each part. We
run the GAT_SAGPool model with between 1 to 5 layers and we look at the number of
attention heads, going from 1 to 8.
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Figure 1: Memory and resource usage per k in a 2000 nodes k-NNG for a model forward
pass. Left: GPU RAM [GB] usage. Right: Compute time in ms

Number of layers In Table 1 we show the increase in accuracy with each additional GAT
+ SAGPool layer. We note that 5 layers also obtain best F1-score, however at a higher
computational cost.

GAT_SAGPool
1 layer 0.80
2 layer 0.83
3 layer 0.87
4 layer 0.89
5 layer 0.89

Table 1: F1-score for a GAT_SAGPool model with 1 to 5 layers

Number of heads From looking at the results in Table 2 we see 2 or 8 averaged attention
heads obtain best F1-score, yet both 1 and 4 also heads obtain close results. Because this
indicates the model does not need many attention heads for optimal performance, using 2
attention heads seems sufficient [1], however this is a hyperparameter that can be chosen by
the user based on the specifics of their dataset.

F1-score
1 head 0.87

2 heads 0.89
4 heads 0.87
8 heads 0.89

Table 2: F1-score for different numbers of averaged attention heads.
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