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Motivation

Deterministic object detection models and 
ensembles struggle with confidence score 

calibration and objects on corner.

BEA method

"Budding Ensemble Architecture" uses a common backbone to feed an ensemble of detectors 
trained with our novel tandem loss function.

Contributions

• Budding Ensemble Architecture (BEA)
outperforms state of the art models in terms of
accuracy.

• AP50-based retention curves are introduced to
measure the quality of calibration for object
detection models.

• Novel Tandem loss function is introduced to the
BEA model which increases the overall accuracy by
~6% and OOD detection at least by ~300%.

BEA results

The BEA shows better out-of-distribution image detection than the 
vanilla and ensemble models.

Example objects to compare base and BEA model performance

Tandem loss function

Tandem aiding loss 

Tandem quelling loss 

Existing conventional loss function of the model                 
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