
Discriminative Adversarial Privacy: Balancing Accuracy
and Membership Privacy in Neural Networks

Eugenio Lomurno, Alberto Archetti, Francesca Ausonio, and Matteo Matteucci

Background

Among the numerous advancements in the field of Deep Learning, only a handful address
model resistance to privacy attacks. Current techniques predominantly rely on Differential
Privacy. While they offer solid theoretical guarantees, they also come with significant
drawbacks, notably in performance and complexity. Interestingly, also regularization
techniques exhibit side effects that can occasionally benefit privacy, even though they are
not explicitly designed for it.

Discriminative Adversarial Privacy (DAP)

Consider a classifier 𝐶DAP and a pre-trained Membership Inference Attack (MIA) model
𝐷MIA. Let 𝑥, 𝑦~𝑝(𝑥, 𝑦) be a sample’s features and labels extracted from the data domain,
and 𝑡 the current iteration index. Then, the learning procedure of DAP is

min
𝐶DAP

max
𝐷MIA

𝔼𝑥~𝑝 𝑥 log 𝐶DAP 𝑥, 𝑡 + 𝛽𝔼𝑥,𝑦~𝑝 𝑥,𝑦 log 1 − 𝐷MIA 𝐶DAP 𝑥, 𝑡 , 𝑦

where 𝛽 is a dynamic loss balancing parameter. 𝛽 is a function of a pre-defined ratio factor
𝑟. 𝛽 is defined as

𝛽 𝐶DAP, 𝐷MIA, 𝑡, 𝑟 = ൞
𝑟 ⋅

𝔼 log 𝐶DAP 𝑥, 𝑡 − 1 𝑣

𝔼 log 1 − 𝐷MIA 𝐶MIA 𝑥, 𝑡 − 1 , 𝑦
𝑣

 if 𝑡 > 0

1

Given the accuracy ACC from 𝐶DAP, the area under the curve AUCMIA from 𝐷MIA and the
privacy parameter 𝜆, the training step with the optimal model parameters is found by
maximising the AOP metric:

AOP 𝜆 =
ACC

2 max AUCMIA, 0.5 𝜆

Architecture

Contributions

• A novel learning technique called Discriminative Adversarial Privacy (DAP), that
combines adversarial learning and membership inference attacks to ensure an optimal
balance between model performance, complexity, and privacy.

• A novel loss function that is tailored to simultaneously minimise the model prediction
error while maximising the attacker’s error.

• A novel metric called Accuracy Over Privacy (AOP), to capture the performance-privacy
trade-off effectively.
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