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Introduction

Contributions

Methods and Experiments

Deep learning models like SOLOv2 and MaskFormer 
have advanced image segmentation but are 
constrained by predefined object categories. We 
introduce "Text + Click Segmentation," a method that 
merges a user click with a text prompt to guide the 
segmentation. Our approach leverages saliency maps 
from image-text models like MaskCLIP [2], enabling 
generalization to unseen object classes. We validate 
its performance on differentiating overlapping 
semantic categories and demonstrate its effectiveness 
across datasets like refCOCO, COCO, VOC, and 
OpenImages.

● We introduce text-conditioned segmentation using 
pre-trained CLIP via MaskCLIP, enabling effective 
segmentation for previously unseen categories.

● Our method outperforms or matches PhraseClick 
[4], a prior approach that uses text-based cues but 
is limited to specific classes, while offering broader 
category generalization.

● We also surpass the Segment Anything (SAM) [1] 
model, which specializes in click-based 
segmentation, even when our model is trained on a 
smaller dataset.

Our approach takes an RGB image, a foreground click, and a text 
prompt as inputs to produce a class-agnostic segmentation mask. 
We train separate models for Pascal VOC, COCO, refCOCO, and 
OpenImages datasets. Our models are trained in two configurations: 
zero-shot segmentation and fully-supervised segmentation.

Qualitative Results
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We use MaskCLIP to generate rough guesses of 
where objects are in a scene.

The same click could represent multiple user intents. 
A text query helps to disambiguate what to segment.

An overview of our full pipeline. A click is combined with a text 
query to produce a rough guess; which is fed into a 
class-agnostic segmentor.

We outperform a no-text baseline by up to 10.45 mIoU on unseen 
class segmentation, when both models are trained on a portion of all 
classes present in a dataset.

Our model is able to better localize novel objects compared to a 
no-text baseline.

We perform well against SAM, which struggles to disambiguate 
overlapping objects.
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