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• Problem Statement: Given an unlabelled dataset 𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑁} and a predefined 
cluster number parameter 𝑀 the goal of the clustering problem is to partition 𝑋 into 
𝑀 disjoint groups. 

• Contrastive clustering (CC) [1] is a method that combines ideas from both clustering
and contrastive learning. It aims to group similar data points together while pushing
dissimilar data points apart in an unsupervised manner. The core idea is to use a contrastive
loss function that encourages embeddings of data points from the same cluster to be closer
while pushing apart those from different clusters.
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• Weighting Scheme:

To obtain optimum value for weights, we Propose to solve the following

optimization problem:

1. By considering the first term, we assign lower weights to samples that are too close
and too far from each other.

2. We add the second term to avoid trivial solution.

3. We solve this optimization problem using Lagrange multiplier technique The final
close-form solution is as follow.

Conclusion

In this paper, we proposed C3, an algorithm for contrastive data clustering that incorporates the
similarity between different instances to form a better representation for clustering. We
experimentally showed that our method could significantly outperform the state-of-the-art on
five challenging computer vision datasets. In addition, through additional experiments, we
evaluated different aspects of our algorithm and provided several intuitions on how and why
our proposed scheme can help in learning a more cluster-friendly representation.
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Drawbacks of existing Contrastive Clustering methods:

1. ignore cross-instance patterns which carry essential information for finding potential 
positive pairs.

2. consider all other data points in a batch as negative sample even if they are the same 
objects in two different images. 

Our Contribution:

1. We propose a groundbreaking technique to discover similarities between samples.

2. we propose a novel weighting scheme that aims to separate more challenging data
samples. With this weighting scheme, we aim at reducing the effect of false
negative, noisy, and anomaly samples.
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C3: Cross-instance guided Contrastive Clustering

Our Proposed Loss function:

1. If, for a pair of instances, the similarity is greater than or equal to a threshold ζ, we 
consider those samples to be similar and pull them closer together

2. Weights 𝑤𝑖𝑗
𝑘 aims to reduce the effect of false negative, noisy and anomaly samples. 

• TSNE Visualization 
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