KURTZ, BAR, GIRYES: GROUP ORTHOGONALIZATION REGULARIZATION (GOR) 1

Supplementary Material
Group Orthogonalization Regularization for
Vision Models Adaptation and Robustness

Yoav Kurtz School of Electrical Engineering
yoavkurtz@mail.tau.ac.il The Iby and Aladar Fleischman Faculty
Noga Bar of Engineering

nogabar@mail.tau.ac.il Tel Aviv University

Raja Giryes Tel Aviv, Israel

raja@tauex.tau.ac.il

1 Ablation Study

In this section, we conduct an ablation study to assess the impact of different hyperparameters
on the effectiveness of our proposed weight regularization technique. Specifically, we examine
the effects of the orthogonalization group size, its interaction with GN, and the magnitude of
regularization. For all the experiments in this section, we maintain a consistent configuration,
except for the parameter under investigation, which is varied accordingly. We utilize the
ResNet110 architecture with GN and incorporate inter-group GOR.

We report the top-1 accuracy for different values of N (number of regularization groups),
G (number of normalization groups in the GN layer) and A (regularization strength) in Tables 1
to 3 respectively.

As mentioned in the main paper, we keep the number of filters/channels in each group to
be at least 4, meaning that for every layer, the following holds:

. C(Ll . C
Ny = min{N, :1[} and  G(;) = min{G, Z}

Due to this limitation, the neural networks utilized in this study consist of convolutional layers
with a number of channels that allows the values of N and G to reach a maximal value of 16.

Table 1 shows that optimal outcomes are achieved by aligning orthogonalization groups
with the normalization group, i.e. N = G. This way, the orthogonality among the normalization
groups increases. Table 2 supports our choice of group size. The results in Table 3 present the
hyperparameter search for the optimal value of 1.

2 Inter vs. Intra GOR

Figure 3 visualizes the difference between “inter” and “intra” group partition with GN. The
groups of filters are determined according to the normalization groups of the features. As
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this flower has long, light purple this flower has petals that are pink the orange petals are tinged with a single, long, tubular, orange
petals with dark purple veins. and has yellow style red and compose two petal splays out into many
opposite petals in several layers tips which are more red on the
around a purple pistil. inside and create a tubular

structure.

Figure 1: Qualitative comparisons on Oxford102 between baseline fine-tuned model and
model fine-tuned along with GOR using the same seed. The green rectangle is zoomed in by
a factor of 1.5. For each of the two rows: Top is LoRA baseline. Bottom is LoRA with our
method. For the generation of the flowers themselves, the two models are comparable with
similar artifacts, while our model is more successful at generating the background grass. This
may be explained by the fact that we encourage orthogonality in the weights, which helps
support more details.

discussed in the paper, in the inter-group setting, filters within the same group are enforced
to form an orthonormal set. On the other hand, in the intra-group setting, we enforce
orthonormality between filters from different groups.

3 Computational Efficency

Figure 4 include a comparison of the regularization methods across memory consumption and
number of operations. In each experiment, we calculate the regularization term for a single
convolution layer with a kernel of dimensions: C,,; X Cip X h X w =256 x 256 x 3 x 3. We
compare non-grouped orthogonalization regularization (SO) and the two GOR variants. All
experiments were performed on NVIDIA GeForce RTX 2080 Ti.

4 Diffusion Models Adapters - Experiments Details

In this section, we elaborate on the training and evaluation protocols of adapters of diffusion
models presented in Section 4.2.2 of the paper.

Experiment setting. Our training protocol is built upon the example' published by
HuggingFace [6]. For the Pokemon-BLIP dataset [4], we train with a batch size of 4 and

Thttps://github.com/huggingface/diffusers/tree/main/examples/text_to_image
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Zebra standing on a ground two girls playing with a flying disc an elephant figure near a tree

pond

Figure 2: Qualitative comparisons on FS-COCO between baseline fine-tuned model and
model fine-tuned along with GOR using the same seed. The green rectangle is zoomed in by
a factor of 1.5. For each of the two rows: Top is LoRA baseline. Bottom is LoRA with our
method. Our method improves the generation quality by both aligning with the text prompt
more closely (second image from the right) and by removing artifacts.

Table 1: CIFAR10 Top-1 accuracy for a varying number of groups, N. ResNet110 GN model
is used. We keep the number of normalization groups to be G = min{32, #channels / 4}.
Mean and std across 3 seeds are reported.

N 1 2 4 8 16
G 16 16 16 16 16

9233 £0.03 92554011 92.16+0.03 9231+£0.08 92.73 £+ 0.03

512x512 resolution. As for the Oxford102 [3] and the FS-COCO [1] datasets, we use a
batch size of 64 and 256 x256 resolution. We set the base learning rate to 10~* and apply a
cosine scheduler. Data is pre-processed using central crop and normalization. Random flip is
employed as data augmentation.

FID calculation. The procedure consists of two stages: first, producing samples from
the model; second, computing the discrepancy between the InceptionV3 [5] statistics of
the model-generated images and the original ones. For both steps, we build upon the code
published for [2]. Following common practice, before being passed to the Inception model
for statistics calculation, the images (both generated and non-generated) are undergone the
same pre-processing (normalization and central crop) as mentioned above.

5 Qualitative Examples

We present more qualitative comparisons between our method and the baseline in Figures 6
to 11. The text prompt used to condition the generative model is presented at the bottom of
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Table 2: CIFAR10 Top-1 accuracy for different values of G. ResNetl1 10 GN model is used.
We keep N = G. Mean and std across 3 seeds are reported.

N 1 2 4 8 16

G 1 2 4 8 16

92.19£0.17 9245+0.1 9259 +£0.17 9245+0.15 92.73 +0.03

Table 3: CIFAR10 Top-1 accuracy for different values of A. ResNet110 GN model is used.
We report mean and std across 3 seeds.

A 107! 1072 1073 1074 1073
9244 +0.17 9273 +0.03 9222 +021 9253+0.1 9242404

each pair. Note that the presented results are randomly generated with no cherry-picking.
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Figure 3: Partition of filters for GOR according to Inter-Group and Intra-Group for N = 3.
Input features (left) are colored according to GN normalization with G = 3. Filters (right) are
colored according to the sets orthogonality is enforced on. Best viewed in color.
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Figure 4: For different N (group size) values, we report (a) runtime, (b) multiply-accumulate
(MAC). GOR improves over SO in terms of MACs and memory while getting accuracy
improvement.
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an elephant and a baby A warning board indicating A garden with lots of trees Two dog wearing sweater in
elephant is going stop and plants and a pole the background a bench
somewhere structure in the middle some trees and some houses

Figure 5: Examples of image-text pairs from the FS-COCO dataset

A purple butterfly with A cartoon bird with a pink A drawing of a blue and red A cartoon bear with aring A drawing of a cartoon
orange and pink stripes hat on its head dragon around its neck character with big eyes

A drawing of pickachu in A drawing of a pumpkin A drawing of a purple and A drawing of a cartoon A picture of a cartoon
the air with a bird on top of it ‘white pokemon character doing a kick character with blue and
vellow hair

Figure 6: Qualitative comparisons on Pokemon-BLIP between baseline fine-tuned model and
model fine-tuned along with GOR using the same seed. For each of the two rows: Top is
LoRA baseline. Bottom is LoRA with our method.
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apicture of a white and ared and white cartoon a picture of a unicorn with a drawing of a cartoon a drawing of a woman in a
green monster character with big eyes orange hair character with arms and legs pink dress with a dragon
head

a green and yellow cartoon adrawing of a cartoon a drawing of a pokemon ablue and yellow pokemon a cartoon dinosaur laying on

character holding a flower dinosaur with its mouth ‘with a green leaf on it's back character with its mouth the ground with its mouth
open open open

Figure 7: Qualitative comparisons on Pokemon-BLIP between baseline fine-tuned model and
model fine-tuned along with GOR using same seed. For each of the two rows: Top is LoORA
baseline. Bottom is LoRA with our method.
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the thomny plant has a pink the multiple white cupped this flower is white and this flower has white, this flower has pink petals,
flower made of thin pink petals of this flower purple in color, with petals vellow, and purple petals, faded in the center, that curve
filaments. surround an erect yellow that are oval shaped. with a pedicel. upwards, topped with a flat
cone shaped pistil. stigma dotted with holes.

this flower has a large this flower has large and this flower has petals that this flower is orange white the flower on this particular
funnel-shaped petal with ruffled petals which are are pink with yellow shading and pink in color, with petals ~ picture has petals as well as
smooth edges and either mottled orange and yellow. that are pink near the ovule. a pistil.
pink or bright blue coloring.

Figure 8: Qualitative comparisons on Oxford102 between baseline fine-tuned model and
model fine-tuned along with GOR using the same seed. For each of the two rows: Top is
LoRA baseline. Bottom is LoRA with our method.
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this flower has petals that this flower has petals that this flower has extremely this flower has layers of red these flowers have small

are purple and have stringy are orange and has several ‘bright yellow petals and a petals and dark red stamen slender pink petals with
stamen layers very small green pedicel yellow hairy stamen in the
center of it.

this flower has many layers this flower has yellow petals  this flower has yellow petals this flower is white and blue a pink flower with the pink
of jagged edge maroon and a large yellow stigma in as well as a yellow stamen. in color, with petals that are anther, filament and green
petals with no visible the middle oval shaped. pedicel
stamen.

Figure 9: Qualitative comparisons on Oxford102 between baseline fine-tuned model and
model fine-tuned along with GOR using the same seed. For each of the two rows: Top is
LoRA baseline. Bottom is LoRA with our method.
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man riding on the back of a Sign boards at the road aherd of sheep in an open A big bear simply strolling The plane is landing on the
horse place in the jungle runway
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zebra's feeding on grass and A man, a girl and a horse a clock on top of a building a bird sitting on a tree A man doing ice skating
playing ‘branch

Figure 10: Qualitative comparisons on FS-COCO between baseline fine-tuned model and
model fine-tuned along with GOR using the same seed. For each of the two rows: Top is
LoRA baseline. Bottom is LoRA with our method.
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A small jet plane moving on Several cows are grazing ‘people getting into the plane

the ranway together in a field

A

Man throwing disc in yard Horse and man beside ‘A man is walking in a busy giraffe is eating trees leaf’ A view of two zebras ina
fields. Street forest

Figure 11: Qualitative comparisons FS-COCO between baseline fine-tuned model and model
fine-tuned along with GOR using the same seed. For each of the two rows: Top is LoRA
baseline. Bottom is LoRA with our method.
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